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#### Abstract

In this paper, we will establish some oscillation criteria for the fourthorder hybrid nonlinear functional dynamic equations with damping. The authors present new oscillation criteria to check whether all solutions of an equation, in this class, oscillate. This study aims to present some new sufficient conditions for the oscillatory of solutions to a class of fourth-order hybrid nonlinear functional dynamic equations by use of Riccati technique and other method. Illustrative examples are also provided.
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## 1 Introduction

The theory of oscillations is an important branch of the applied theory of dynamic equations related to the study of oscillatory phenomena in technology and natural and social sciences. In recent years, there has been much research activity concerning the oscillation of solutions of various dynamic equations on time scales.

[^0]Motivated by the above articles, now, in this article, we are interested in the oscillation of solutions of the fourth-order hybrid nonlinear dynamic equation

$$
\begin{equation*}
\left(\frac{a(t)\left(u^{(2)}(t)\right)^{\beta}}{f(t, u(t))}\right)^{(2)}+\sum_{i=1}^{i=n} b_{i}(t) u^{\beta}\left(\tau_{i}(t)\right)=g(t, u(\eta(t))), \quad \text { for all } t \in J_{t_{0}} \tag{1}
\end{equation*}
$$

where $J_{t_{0}}=\left[t_{0}, \infty\right), n$ is an integer and $\beta$ is a quotient of odd integer, such as $\beta>0$ and $n \geq 1$. Since we are interested in oscillation, we assume throughout this paper that the given interval of the form $J_{t_{0}}:=\left[t_{0}, \infty\right.$ ). The equation (1) will be studied under the following assumptions:
$\left(C_{1}\right)$ The function $f: J_{t_{0}} \times \mathbb{R} \rightarrow \mathbb{R}$ such that $f \in C\left(J_{t_{0}} \times \mathbb{R}, \mathbb{R}\right)$, uf $(t, u)>0$, for all $(t, u) \in J_{t_{0}} \times \mathbb{R}-\{0\}$ and there is $\rho \in C\left(J_{t_{0}},[0, \infty)\right)$ such that

$$
\begin{equation*}
f(t, u) \geq \rho(t), \quad \text { for all }(t, u) \in J_{t_{0}} \times \mathbb{R}-\{0\} \tag{2}
\end{equation*}
$$

$\left(C_{2}\right)$ The function $g: J_{t_{0}} \times \mathbb{R} \rightarrow \mathbb{R}$ such that $g \in C\left(J_{t_{0}} \times \mathbb{R}, \mathbb{R}\right), u g(t, u)>0$, for all $(t, u) \in J_{t_{0}} \times \mathbb{R}-\{0\}$ and there is $\sigma \in C\left(J_{t_{0}},[0, \infty)\right)$ such that

$$
\begin{equation*}
u^{-\beta} g(t, u) \leq \sigma(t), \quad \text { for all }(t, u) \in J_{t_{0}} \times \mathbb{R}-\{0\} \tag{3}
\end{equation*}
$$

$\left(C_{3}\right) a,\left\{b_{i}\right\}_{i \in\{1, . ., n\}} \in C\left(J_{t_{0}},[0, \infty)\right)$, such as

$$
\begin{equation*}
\int_{t_{0}}^{\infty}\left(\frac{s \rho(s)}{a(s)}\right)^{\frac{1}{\beta}} d s=\infty \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{n}(t):=\sum_{i=1}^{i=n} b_{i}(t)-\sigma(t) \geq 0, \quad \text { for all } t \in J_{t_{0}} \tag{5}
\end{equation*}
$$

$\left(C_{4}\right)\left\{\tau_{i}\right\}_{i \in\{1, \ldots, n\}}, \eta \in C\left(J_{t_{0}}, J_{t_{0}}\right)$ such as $\tau, \eta$ are strictly increasing,

$$
\lim _{t \rightarrow \infty} \tau_{i}(t)=\lim _{t \rightarrow \infty} \eta(t)=\infty
$$

and

$$
\begin{equation*}
\eta(t) \leq t \leq \tau_{i}(t), \quad \text { for all } t \in J_{t_{0}}, \quad \text { for all } i \in\{1, \ldots, n\} \tag{6}
\end{equation*}
$$

By a solution of (1) we mean a nontrivial real-valued function $u \in C^{4}\left(J_{T_{u}}, \mathbb{R}\right)$, $T_{u} \in J_{t_{0}}$ which satisfies (1) on $J_{T_{u}}$. The solutions vanishing in some neighbourhood of infinity will be excluded from our consideration. A solution $u$ of (1) is said to be oscillatory if it is neither eventually positive nor eventually negative, otherwise it is nonoscillatory. Equation (1) is called oscillatory if all its solutions are oscillatory. Recently, there has been an increasing interest in obtaining sufficient conditions for oscillation and nonoscillation of solutions of various dynamic equations, we refer the reader to the articles $[3,4,6,10,11,13,21,22,28,36,40]$ and the references cited therein. In recent years, there has been much research
activity concerning the hybrid differential equation, the reason is that hybrid differential equations generalize ideas from dynamic systems. For more information on the oscillation of the theory of hybrid differential equations, we refer $[8,9,12,17,27,32,33,38,39]$ to the reader and the references cited therein. On the other hand, the types of equations considered in the relevant literature are generally as follows. Using a comparison technique, J. Džurina et al. [10] studied the oscillation of solutions to fourth-order trinomial delay differential equations

$$
y^{(4)}(t)+p(t) y^{\prime}(t)+q(t) y(\tau(t))=0, \quad \text { for all } t \in J_{t_{0}},
$$

A. B. Trajkovict al. [36] studied the oscillatory behavior of intermediate solutions of Fourth-order nonlinear differential equations

$$
\left(p(t)\left|x^{(2)}(t)\right|^{\alpha-1} x^{(2)}(t)\right)^{(2)}+q(t)|x(t)|^{\beta-1} x(t)=0, \quad \text { for all } t \in J_{t_{0}}
$$

under the assumption

$$
\int_{t_{0}}^{\infty} \frac{t^{1+\frac{1}{\alpha}}}{p^{\frac{1}{\alpha}}(t)} d t<\infty
$$

S. R. Grace et al. [15] have considered the oscillation of fourth-order delay differential equations

$$
\left(r_{3}\left(r_{2}\left(r_{1} y^{\prime}\right)^{\prime}\right)^{\prime}\right)^{\prime}+q(t) y(\tau(t))=0
$$

under the assumption

$$
\int_{t_{0}}^{\infty} \frac{1}{r_{i(t)}} d t<\infty, \quad i \in\{1,2,3\}
$$

Motivated by the papers mentioned above and other papers, here we wish to establish some new oscillation criteria for equation (1) which is considered a form that generalizes several differential equations and is similar to papers in a special case, for example, if $f(t, u)=1$ and $g(t, u)=0$, then equation (1) is reduced to the half-linear differential equations of fourth order with unbounded neutral coefficients

$$
\begin{equation*}
\left(a(t)\left(u^{(2)}(t)\right)^{\beta}\right)^{(2)}+\sum_{i=1}^{i=n} b_{i}(t) u^{\beta}\left(\tau_{i}(t)\right)=0, \quad \text { for all } t \in J_{t_{0}} . \tag{7}
\end{equation*}
$$

If $a(t)=1$ and $\beta=1$, then equation (7) is reduced to the linear differential equations of fourth order with unbounded neutral coefficients

$$
\begin{equation*}
u^{(4)}(t)+\sum_{i=1}^{i=n} b_{i}(t) u^{\beta}\left(\tau_{i}(t)\right)=0, \quad \text { for all } t \in J_{t_{0}} \tag{8}
\end{equation*}
$$

which include several equations, the equation that has been studied by many authors [24, 18].

In this article, we are dealing with the oscillation of the solutions of the fourthorder hybrid nonlinear functional dynamic equations with damping (1) by using the generalized Riccati transformations and an integral averaging method, the contribution is orginnal, as no results on the oscillation of fourth-order hybrid nonlinear functional dynamic equations having been reported in the literature. This paper is organized as follows. In Section 2, four lemmas are given to prove the main results. In Section 3, we establish new oscillation results for Equation (1) while in final section. In Section 4, we present some examples to illustrate the effectivenss of our main results. Some conclusions are discussed in Section 5.

## 2 Auxiliary result

The following auxiliary results may play a major role throughout the proofs of our main results. For simplification, we note

$$
D:=\left\{(t, s) \in \mathbb{R}: t \geq s \geq t_{0}\right\} \quad \text { and } \quad D_{0}:=\left\{(t, s) \in \mathbb{R}: t>s \geq t_{0}\right\}
$$

Definition 1. [29]The function $H \in C(D, \mathbb{R})$ is said to belong to the function class $P$ if
i) $H(t, t)=0$, for $t \geq t_{0}$ and $H(, s)>0$ on $D_{0}$,
ii) $H$ has a nonpositive continuous and partial derivative $\frac{\partial H}{\partial s}(t, s)$ on $D_{0}$ and there exists function $\eta \in C\left(J_{t_{0}}, \mathbb{R}\right)$, such that

$$
\begin{equation*}
\frac{\partial H(t, s)}{\partial s}+H(t, s) \frac{\eta^{\prime}(s)}{\eta(s)}=\frac{h(t, s)}{\eta(s)} H(t, s) . \tag{9}
\end{equation*}
$$

Lemma 1 (Kiguarde's Lemma). [15, Theorem 2.2]. Let $n \in \mathbb{N}$ and $f \in C^{n}\left(J_{t_{0}}, \mathbb{R}\right)$. Suppose that $f$ is either positive or negative and $f^{(n)}$ is not identically zero and is either nonnegative or nonpositive on $J_{t_{0}}$. Then there exist $t_{1} \in J_{t_{0}}, m \in$ $\{0, \ldots, n-1\}$ such that $(-1)^{n-m} f(t) f^{(n)}(t) \geq 0$ holds for all $t \in J_{t_{1}}$ with
(1) $f(t) f^{(j)}(t) \geq 0$ holds for all $t \in J_{t_{1}}$ and $j \in\{0, \ldots, m-1\}$,
(2) $(-1)^{m+j} f(t) f^{(j)}(t) \geq 0$ holds for all $t \in J_{t_{1}}$ and $j \in\{m, \ldots, n-1\}$.

Lemma 2. [15, Lemma 2.3] Let $f \in C^{n}(\mathbb{T}, \mathbb{R})$, with $n \geq 2$. Moreover, suppose that Kiguarde's Lemma 1 holds with $m \in\{1, \ldots, n-1\}$ and $f^{(n)} \leq 0$ on $J_{t_{0}}$. Then there exists a sufficiently large $t_{1} \in J_{t_{0}}$ such that

$$
f^{(1)}(t) \geq \frac{\left(t-t_{1}\right)^{m-1}}{(m-1)!} f^{(m)}(t), \quad \text { for all } t \in J_{t_{1}}
$$

Corollary 1. [15, Corollary 2.4]Assume that the conditions of Lemma 2 hold. Then

$$
f(t) \geq \frac{\left(t-t_{1}\right)^{m}}{m!} f^{(m)}(t), \quad \text { for all } t \in J_{t_{1}}
$$

Lemma 3. [19]If $n \in \mathbb{N}$ and $f \in C^{n}\left(J_{t_{0}}, \mathbb{R}\right)$ then the following statements are true.
(1) $\liminf _{t \rightarrow \infty} f^{(n)}(t)>0$ implies $\lim _{t \rightarrow \infty} f^{(k)}(t)=\infty$, for all $k \in\{1, \ldots, n-1\}$.
(2) $\limsup _{t \rightarrow \infty} f^{(n)}(t)<0$ implies $\lim _{t \rightarrow \infty} f^{(k)}(t)=-\infty$, for all $k \in\{1, \ldots, n-1\}$.

Next, we need the following lemma see [16].
Lemma 4. [16] If $A$ and $B$ are nonnegative and $\gamma>0$, then

$$
\begin{equation*}
\lambda A B^{\lambda-1}-A^{\lambda} \leq(\lambda-1) B^{\lambda} \tag{10}
\end{equation*}
$$

where equality holds if and if $A=B$.

## 3 Oscillation Results

In this section, we establish some sufficient conditions which guarantee that every solution $u$ of (1) oscillates on $J_{t_{0}}$. In this paper, we consider the operator $P_{f, \beta}$ is defined by :

$$
P_{f, \beta} u(t)=\frac{a(t)\left(u^{(2)}(t)\right)^{\beta}}{f(t, u(t))}, \quad \text { for } t \in J_{t_{0}} .
$$

For simplification, we note

$$
\delta_{+}(t)=\max \{\delta(t), 0\}, \quad \text { for } t \in J_{t_{0}} .
$$

Theorem 1. Suppose that the assumptions $\left(C_{1}\right)-\left(C_{3}\right)$ hold. Assume that there exists a positive function $\tau \in C^{1}\left(J_{t_{0}}, \mathbb{R}\right)$ such that for all sufficiently large $t_{1} \in$ $J_{t_{0}}$, for some $t_{2} \in J_{t_{1}}$ ant $t_{3} \in J_{t_{2}}$, such that

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \int_{t_{3}}^{t}\left(\tau(s) B_{n}(s)-\frac{1}{(\beta+1)^{\beta+1}} \frac{\left(\tau_{+}^{\prime}(s)\right)^{\beta+1}}{\left(\varphi\left(s, t_{1}, t_{2}\right) \tau(s)\right)^{\beta}}\right) d s=\infty, \tag{11}
\end{equation*}
$$

where

$$
\varphi\left(t, t_{1}, t_{2}\right):=\int_{t_{2}}^{t}\left(\left(s-t_{1}\right) \frac{\rho(s)}{a(s)}\right) d s, \quad \text { for } t \in J_{t_{2}}
$$

If there exists a positive function $\theta \in C^{1}\left(J_{t_{0}}, \mathbb{R}\right)$, such that

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \int_{t_{1}}^{t}\left(\theta(s) \psi^{\frac{1}{\beta}}(s)-\frac{\left[\theta^{\prime}(s)\right]^{2}}{4 \theta(s)}\right) d s=\infty \tag{12}
\end{equation*}
$$

where

$$
\psi(t):=\frac{\rho(t)}{a(t)} \int_{t}^{\infty} \int_{s}^{\infty} B_{n}(\lambda) d \lambda d s, \quad \text { for } t \in J_{t_{1}} .
$$

Then any solution of (1) is oscillatory.

Proof. Suppose that (1) has a nonoscillatory solution $u$ on $J_{t_{0}}$. We may assume without loss of generality that there exists $t_{1} \in J_{t_{0}}$, such that

$$
u(t)>0, \quad u^{\beta}\left(\tau_{i}(t)\right)>0, \quad u(\eta(t))>0 \quad \text { for } t \in J_{t_{1}}, i \in\{1, \ldots, n\}
$$

Since similar arguments can be made, for the case $u(t)<0$, eventually. Then $u^{\prime}$ is of constant sign eventually, that is to say, we have two cases. The first case if $u^{\prime}(t) \geq 0$, for $t \in J_{t_{1}}$. From (5) and (6), we have

$$
\begin{equation*}
\sum_{i=1}^{i=n} b_{i}(t) u^{\beta}\left(\tau_{i}(t)\right)-\sigma(t) u^{\beta}(\eta(t)) \geq B_{n}(t) u^{\beta}(t), \quad \text { for } t \in J_{t_{1}} . \tag{13}
\end{equation*}
$$

The second case if $u^{\prime}(t) \leq 0$, for $t \in J_{t_{1}}$, by (5) and (6), we obtain

$$
\sum_{i=1}^{i=n} b_{i}(t) u^{\beta}\left(\tau_{i}(t)\right)-\sigma(t) u^{\beta}(\eta(t)) \geq B_{n}(t) u^{\beta}(\eta(t)), \quad \text { for } t \in J_{t_{1}} .
$$

Now, from (1), (13) and the above inequality, we obtain

$$
\left(P_{f, \beta} u(t)\right)^{\prime \prime} \leq \sigma(t) u^{\beta}(\eta(t))-\sum_{i=1}^{i=n} b_{i}(t) u^{\beta}\left(\tau_{i}(t)\right)<0, \quad \text { for } t \in J_{t_{1}} .
$$

Thus, $t \rightarrow\left(P_{f, \beta} u(t)\right)^{\prime}$ is decreasing on $J_{t_{1}}$. We claim that $t \rightarrow P_{f, \beta} u(t)>0$, for $t \in J_{t_{1}}$. If not, then there exists a $t_{2} \in J_{t_{1}}$ and $m>0$, such that

$$
\left(P_{f, \beta} u(t)\right)^{\prime} \leq-m<0, \quad \text { for } t \in J_{t_{2}}
$$

Integrating the above inequality from $t_{2}$ to $t$, we obtain

$$
P_{f, \beta} u(t) \leq-m\left(t-t_{2}\right)+c, \quad \text { for } t \in J_{t_{2}},
$$

where $c:=P_{f, \beta} u\left(t_{2}\right)$, we can choose $t_{3} \in J_{t_{2}}$, such as

$$
u^{\prime \prime}(t) \leq-\left(\frac{m}{2} \frac{t}{a(t)} f(t, u(t))\right)^{\frac{1}{\beta}} \leq-\left(\frac{m k}{2}\right)^{\frac{1}{\beta}}\left(\frac{t \rho(t)}{a(t)}\right)^{\frac{1}{\beta}}, \quad \text { for } t \in J_{t_{3}} .
$$

Integrating the above inequality from $t_{3}$ to $t$, we obtain

$$
u^{\prime}(t) \leq-\frac{m k}{2} \int_{t_{2}}^{t} \frac{s \rho(s)}{a(s)} d s+u\left(t_{2}\right), \quad \text { for } t \in J_{t_{3}} .
$$

which implies that $\lim _{t \rightarrow \infty} u^{\prime}(t)=-\infty$. By lemma 3, we obtain $\lim _{t \rightarrow \infty} u(t)=-\infty$, which is a contradiction.
Then, there is $t_{2} \geq t_{1}$, such that only one of the following two cases happens.
Case 1. Let $u^{\prime \prime}(t)>0$, for all $t \in J_{t_{1}}$, then $u^{\prime}(t)>0$ for all $t \in J_{t_{1}}$, due to $\left(P_{f, \beta} u(t)\right)^{\prime}>0$. Define the function $\omega$ by:

$$
\omega_{1}(t):=\frac{\tau(t)}{u^{\beta}(t)}\left(P_{f, \beta} u(t)\right)^{\prime}>0, \quad \text { for all } t \in J_{t_{1}} .
$$

Computing the derivative of $\omega_{1}$ and from (1), we get
$\omega_{1}^{\prime}(t)=\frac{\tau^{\prime}(t)}{\tau(t)} \omega_{1}(t)-\frac{\tau(t)}{u^{\beta}(t)}\left(\sum_{i=1}^{i=n} b_{i}(t) u^{\beta}\left(\tau_{i}(t)\right)-g(t, u(\eta(t)))\right)-\beta \frac{u^{\prime}(t)}{u(t)} \omega_{1}(t)$.
It follows from $u^{\prime}(t)>0$ for all $t \geq t_{1}$ and (6), (3) that

$$
\begin{equation*}
\sum_{i=1}^{i=n} b_{i}(t) u^{\beta}\left(\tau_{i}(t)\right)-g(t, u(\eta(t))) \geq B_{n}(t) u^{\beta}(t) \tag{15}
\end{equation*}
$$

Therefore, $t \rightarrow\left(P_{f, \beta} u(t)\right)^{\prime}$ is a nonincreasing function on $J_{t_{1}}$. Then, we obtain

$$
\begin{align*}
P_{f, \beta} u(t) & =\int_{t_{1}}^{t}\left(P_{f, \beta} u(t)\right)^{\prime} d s+P_{f, \beta} u\left(t_{2}\right) \\
& \geq\left(t-t_{1}\right)\left(P_{f, \beta} u(t)\right)^{\prime}, \text { for all } t \in J_{t_{1}} \tag{16}
\end{align*}
$$

Hence,

$$
\left(\frac{P_{f, \beta} u(t)}{t-t_{1}}\right)^{\prime}=\frac{\left(P_{f, \beta} u(t)\right)^{\prime}}{t-t_{1}}-\frac{P_{f, \beta} u(t)}{\left(t-t_{1}\right)^{2}} \leq 0
$$

Thus, $t \rightarrow \frac{P_{f, \beta} u(t)}{t-t_{1}}$ is a nonincreasing function on $J_{t_{2}}$. Then, we obtain

$$
\begin{align*}
u^{\prime}(t) & \geq \int_{t_{2}}^{t} \frac{P_{f, \beta} u(t)}{s-t_{1}} \frac{f(s, u(s))\left(s-t_{1}\right)}{a(s)} d s \\
& \geq \frac{1}{f(t, u(t))}\left(\frac{a(t)}{t-t_{1}} \int_{t_{2}}^{t} \frac{\rho(s)\left(s-t_{1}\right)}{a(s)} d s\right) u^{\prime \prime}(t) \\
& \geq\left(P_{f, \beta} u(t)\right)^{\prime} \int_{t_{2}}^{t}\left(\left(s-t_{1}\right) \frac{\rho(s)}{a(s)}\right) d s \\
& =\varphi\left(t, t_{1}, t_{2}\right)\left(P_{f, \beta} u(t)\right)^{\prime} . \tag{17}
\end{align*}
$$

Substituting (17) and (15) in (14), we have

$$
\begin{align*}
\omega_{1}^{\prime}(t) & \leq \frac{\tau^{\prime}(t)}{\tau(t)} \omega_{1}(t)-\tau(t) B_{n}(t)-\beta \frac{\omega_{1}(t) \varphi\left(t, t_{1}, t_{2}\right)}{u(t)}\left(P_{f, \beta} u(t)\right)^{\prime} \\
& \leq-\tau(t) B_{n}(t)+\frac{\tau_{+}^{\prime}(t)}{\tau(t)} \omega_{1}(t)-\beta \frac{\varphi\left(t, t_{1}, t_{2}\right)}{\tau^{\frac{1}{\beta}}(t)}\left(\omega_{1}(t)\right)^{1+\frac{1}{\beta}} \tag{18}
\end{align*}
$$

If we apply Lemma 4, we see that

$$
\begin{equation*}
\frac{\tau_{+}^{\prime}(t)}{\tau(t)} \omega_{1}(t)-\beta \frac{\varphi\left(t, t_{1}, t_{2}\right)}{\tau^{\frac{1}{\beta}}(t)}\left(\omega_{1}(t)\right)^{1+\frac{1}{\beta}} \leq \frac{1}{(\beta+1)^{\beta+1}} \frac{\left(\tau_{+}^{\prime}(t)\right)^{\beta+1}}{\left(\varphi\left(t, t_{1}, t_{2}\right) \tau(t)\right)^{\beta}} . \tag{19}
\end{equation*}
$$

Using (19) in (18), we obtain

$$
\omega_{1}^{\prime}(t) \leq-\tau(t) B_{n}(t)+\frac{1}{(\beta+1)^{\beta+1}} \frac{\left(\tau_{+}^{\prime}(t)\right)^{\beta+1}}{\left(\varphi\left(t, t_{1}, t_{2}\right) \tau(t)\right)^{\beta}}
$$

Integrating the above inequality over $\left[t_{3}, t\right)$ yields

$$
\int_{t_{3}}^{t}\left(\tau(s) B_{n}(t)-\frac{1}{(\beta+1)^{\beta+1}} \frac{\left(\tau_{+}^{\prime}(s)\right)^{\beta+1}}{\left(\varphi\left(s, t_{1}, t_{2}\right) \tau(s)\right)^{\beta}}\right) d s \leq \omega_{1}\left(t_{3}\right)
$$

which contradicts (11).
Case 2. Let $u^{\prime \prime}(t)<0$, for all $t \in J_{t_{1}}$, then $u^{\prime}(t)>0$ for all $t \in J_{t_{1}}$, due to $u(t)>0$. Integrating (1) over $[t, s)$, we get

$$
\begin{aligned}
\int_{t}^{s}\left(P_{f, \beta} u(\tau)\right)^{(2)} d \tau & =\left(P_{f, \beta} u(s)\right)^{\prime}-\left(P_{f, \beta} u(t)\right)^{\prime} \\
& \leq-\int_{t}^{s}\left(\sum_{i=1}^{i=n} b_{i}(\lambda) u^{\beta}\left(\tau_{i}(\lambda)\right)-g\left(t, u^{\beta}(\eta(\lambda))\right)\right) d \lambda \\
& \leq-\int_{t}^{s}\left(\sum_{i=1}^{i=n} b_{i}(\lambda) u^{\beta}\left(\tau_{i}(\lambda)\right)-\sigma(\lambda) u^{\beta}(\eta(\lambda))\right) d \lambda
\end{aligned}
$$

When $s$ tends to $\infty$ in the above inequality, we obtain

$$
\left(P_{f, \beta} u(t)\right)^{\prime} \geq \int_{t}^{\infty}\left(\sum_{i=1}^{i=n} b_{i}(\lambda) u^{\beta}\left(\tau_{i}(\lambda)\right)-\sigma(t) u^{\beta}(\eta(\lambda))\right) d \lambda .
$$

It follows from $u^{\prime}(t)>0$, for all $t \in J_{t_{1}}$, and (15), we have

$$
\begin{equation*}
\left(P_{f, \beta} u(t)\right)^{\prime} \geq \int_{t}^{\infty} B_{n}(s) u^{\beta}(s) d s \geq u^{\beta}(t) \int_{t}^{\infty} B_{n}(s) d s \tag{20}
\end{equation*}
$$

Integrating above inequality over $[t, s)$, we get

$$
P_{f, \beta} u(s)-P_{f, \beta} u(t) \geq \int_{t}^{s}\left(u^{\beta}(\rho) \int_{\rho}^{\infty} B_{n}(\lambda) d \lambda\right) d \rho
$$

When $s$ tends to $\infty$ in the above inequality, we obtain

$$
-P_{f, \beta} u(t) \geq u^{\beta}(t) \int_{t}^{\infty} \int_{s}^{\infty} B_{n}(\lambda) d \lambda d s
$$

This means

$$
-\left(\frac{u^{\prime \prime}(t)}{u(t)}\right)^{\beta} \geq \frac{\rho(t)}{a(t)} \int_{t}^{\infty} \int_{s}^{\infty} B_{n}(\lambda) d \lambda d s=\psi(t)
$$

Then, we define the function $\omega_{2}$ by:

$$
\omega_{2}(t):=\theta(t) \frac{u^{\prime}(t)}{u(t)}>0, \quad \text { for all } t \in J_{t_{1}} .
$$

Computing the derivative of $\omega_{2}$, we have

$$
\begin{aligned}
\omega_{2}^{\prime}(t) & =\frac{\theta^{\prime}(t)}{\theta(t)} \omega_{2}(t)+\theta^{\prime}(t) \frac{u^{\prime \prime}(t)}{u(t)}-\theta^{\prime}(t)\left|\frac{u^{\prime}(t)}{u(t)}\right|^{2} \\
& \leq \frac{\theta^{\prime}(t)}{\theta(t)} \omega_{2}(t)-\theta(t) \psi^{\frac{1}{\beta}}(t)-\frac{\omega_{2}^{2}(t)}{\theta(t)} \\
& \leq-\theta(t) \psi^{\frac{1}{\beta}}(t)+\frac{1}{4} \frac{\left(\theta^{\prime}(t)\right)^{2}}{\theta(t)} .
\end{aligned}
$$

Integrating the above inequality from $t_{1}$ to $t$, we obtain

$$
\int_{t_{1}}^{t}\left(\theta(s) \psi^{\frac{1}{\beta}}(s)-\frac{\left[\theta^{\prime}(s)\right]^{2}}{\theta(s)}\right) d s \leq \omega_{2}\left(t_{1}\right)
$$

which contradicts (12). This completes the proof.
Corollary 2. Suppose that the assumptions $\left(C_{1}\right)-\left(C_{3}\right)$ hold, such that

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \int_{t_{0}}^{t} B_{n}(s) d s=\infty \tag{21}
\end{equation*}
$$

where $B_{n}$ is defined as in Theorem 1.
Then any solution of (1) is oscillatory.
Proof. The proof is similar to that of Theorem 1, we put $\tau(t)=\theta(t)$ in Equations (11) and (12), we find Equations (21) and (34).

Theorem 2. Suppose that the assumptions $\left(C_{1}\right)-\left(C_{3}\right)$ hold. Assume that there exists a positive function $\tau \in C^{1}\left(J_{t_{0}}, \mathbb{R}\right)$ such that for all sufficiently large $t_{1} \in$ $J_{t_{0}}$, for some $t_{2} \in J_{t_{1}}$, and $t_{3} \in J_{t_{2}}$, such that
$\limsup _{t \rightarrow \infty} \frac{1}{H\left(t, t_{2}\right)} \int_{t_{3}}^{t} H(t, s)\left(\tau(s) B_{n}(s)-\frac{h^{\beta+1}(t, s)}{(\beta+1)^{\beta+1} \varphi^{\beta}\left(s, t_{1}, t_{2}\right) \tau^{\beta}(s)}\right) d s=\infty$,
where $\varphi\left(., t_{1}, t_{2}\right)$ and $B_{n}$ are defined as in Theorem 1.
If there exists a positive functions $\theta \in C^{1}\left(J_{t_{0}}, \mathbb{R}\right)$ such that (12) holds.
Then any solution of (1) is oscillatory.
Proof. Suppose that (1) has a nonoscillatory solution $u$ on $J_{t_{0}}$. We may assume without loss of generality that there exists $t_{1} \in J_{t_{0}}$, such that

$$
u(t)>0, \quad u^{\beta}\left(\tau_{i}(t)\right)>0, \quad u(\eta(t))>0 \quad \text { for } t \in J_{t_{1}}, i \in\{1, \ldots, n\} .
$$

Since similar arguments can be made, for the case $u(t)<0$, eventually. Then there are only the following two possible cases.

Case 1. If $u^{\prime \prime}(t)>0$ and $u^{\prime}(t)>0$, for all $t \in J_{t_{1}}$. Multiplying both sides of (18) by $H(t, s)$, integrating it with respect to s from $t_{2}$ to $t$ and using the property (9), we get

$$
\begin{aligned}
\int_{t_{3}}^{t} H(t, s) \tau(s) B_{n}(s) d s \leq & -\int_{t_{3}}^{t} H(t, s) \omega_{1}^{\prime}(s) d s+\int_{t_{3}}^{t} H(t, s) \frac{\tau_{+}^{\prime}(s)}{\tau(s)} \omega_{1}(s) d s \\
& -\beta \int_{t_{3}}^{t} H(t, s) \frac{\varphi\left(s, t_{1}, t_{2}\right)}{\tau^{\frac{1}{\beta}}(s)}\left(\omega_{1}(s)\right)^{1+\frac{1}{\beta}} d s \\
\leq & H\left(t, t_{3}\right) \omega_{1}\left(t_{2}\right)+\int_{t_{3}}^{t}\left(\frac{h(t, s)}{\tau(s)} H(t, s)\right) \omega_{1}(s) d s \\
& -\beta \int_{t_{3}}^{t} H(t, s) \frac{\varphi\left(s, t_{1}, t_{2}\right)}{\tau^{\frac{1}{\beta}}(s)}\left(\omega_{1}(s)\right)^{1+\frac{1}{\beta}} d s .
\end{aligned}
$$

If we apply Lemma 4 , we see that

$$
\int_{t_{3}}^{t} H(t, s) \tau(s) B_{n}(s) d s \leq H\left(t, t_{2}\right) \omega_{1}\left(t_{2}\right)+\int_{t_{3}}^{t} \frac{H(t, s)}{(\beta+1)^{\beta+1}} \frac{h^{\beta+1}(t, s)}{\varphi^{\beta}\left(s, t_{1}, t_{2}\right) \tau^{\beta}(s)} d s .
$$

which implies that

$$
\frac{1}{H\left(t, t_{3}\right)} \int_{t_{3}}^{t} H(t, s)\left(\tau(s) B_{n}(s)-\frac{1}{(\beta+1)^{\beta+1}} \frac{h^{\beta+1}(t, s)}{\varphi^{\beta}\left(s, t_{1}, t_{2}\right) \tau^{\beta}(s)}\right) d s \leq \omega_{1}\left(t_{3}\right),
$$

which contradicts (22).
The proof of case (2) is the same as that of case (2) in Theorem 1, and so is omitted.
This completes the proof.
As a Theorem of the previous result, we deduce the following Corollars.
Corollary 3. Suppose that the assumptions $\left(C_{1}\right)-\left(C_{3}\right)$ hold. Assume that there exists $m \in \mathbb{N}$ such that, for all sufficiently large $t_{1} \in J_{t_{0}}$, for some $t_{2} \in J_{t_{1}}$, and $t_{3} \in J_{t_{2}}$, such that

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} t^{-m} \int_{t_{3}}^{t}(t-s)^{m} B_{n}(s)-\left(\frac{n}{\beta+1}\right)^{\beta+1} \frac{(t-s)^{-(\beta+1)}}{\varphi^{\beta}\left(s, t_{1}, t_{2}\right)} d s=\infty, \tag{23}
\end{equation*}
$$

where $\varphi\left(., t_{1}, t_{2}\right)$ and $B_{n}$ are defined as in Theorem 1.
If there exists a positive function $\theta \in C^{1}\left(J_{t_{0}}, \mathbb{R}\right)$ such that (12) holds.
Then any solution of (1) is oscillatory.
Proof. The proof is similar to that of Theorem 1, we put $\tau(t)=1$ and $H(t, s)=$ $(t-s)^{m}$, for $t>s>t_{0}$ in Equation (22), we find Equation (23).

Theorem 3. Assume that conditions $\left(C_{1}\right)-\left(C_{3}\right)$ hold. Assume that there exists a positive function $\varphi \in C^{1}\left(J_{t_{0}}, \mathbb{R}\right)$, such that for all sufficiently large $t_{1} \in J_{t_{0}}$, for some $t_{2} \in J_{t_{1}}$, such that

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \int_{t_{1}}^{t}\left(B_{n}(s) \int_{t_{1}}^{s} \Lambda(\rho) d \rho\right) d s=\infty \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi(t)-\varphi^{\prime}(t)\left(t-t_{1}\right) \leq 0, \quad \text { for all } t \in J_{t_{2}} \tag{25}
\end{equation*}
$$

where

$$
\Lambda(t):=\left(\left(t-t_{1}\right) \int_{t}^{\infty} B_{n}(s) d s\right)^{\frac{1}{\beta}} \int_{t_{1}}^{t}\left(\frac{\varphi(s) \rho(s)}{a(s)}\right)^{\frac{1}{\beta}} d s
$$

If there exists a positive function $\theta \in C^{1}\left(J_{t_{0}}, \mathbb{R}\right)$ such that (12) holds.
Then any solution of (1) is oscillatory.
Proof. Suppose that (1) has a nonoscillatory solution $u$ on $J_{t_{0}}$. We may assume without loss of generality that there exists $t_{1} \in J_{t_{0}}$, such that

$$
u(t)>0, \quad u^{\beta}\left(\tau_{i}(t)\right)>0, \quad u(\eta(t))>0 \quad \text { for } t \in J_{t_{1}}, i \in\{1, \ldots, n\}
$$

Since similar arguments can be made, for the case $u(t)<0$, eventually. Then there are only the following two possible cases.
Case 1. If $u^{\prime \prime}(t)>0$ and $u^{\prime}(t)>0$, for all $t \in J_{t_{1}}$. Using (1), it follows from (16) that

$$
\left(\frac{P_{f, \beta} u(t)}{\varphi(t)}\right)^{\prime} \leq \frac{P_{f, \beta} u(t)}{\varphi^{2}(t)\left(t-t_{1}\right)}\left(\varphi(t)-\varphi^{\prime}(t)\left(t-t_{1}\right)\right) \leq 0
$$

Thus, $t \rightarrow \frac{P_{f, \beta} u(t)}{\varphi(t)}$ is a nonincreasing function on $J_{t_{1}}$. Then,

$$
\begin{align*}
u^{\prime}(t) & \geq\left(\frac{P_{f, \beta} u(t)}{\varphi(t)}\right)^{\frac{1}{\beta}} \int_{t_{1}}^{t}\left(\frac{\varphi(s) f(t, u(s))}{a(s)}\right)^{\frac{1}{\beta}} d s \\
& \geq\left(\frac{P_{f, \beta} u(t)}{\varphi(t)}\right)^{\frac{1}{\beta}} \int_{t_{1}}^{t}\left(\frac{\varphi(s) \rho(s)}{a(s)}\right)^{\frac{1}{\beta}} d s . \tag{26}
\end{align*}
$$

It follows from (16) and (20) that

$$
\begin{aligned}
u^{\prime}(t) & \geq u(t)\left(\left(t-t_{1}\right) \int_{t}^{\infty} B_{n}(s) d s\right)^{\frac{1}{\beta}} \int_{t_{1}}^{t}\left(\frac{\varphi(s) \rho(s)}{a(s)}\right)^{\frac{1}{\beta}} d s \\
& =\Lambda(t) u(t), \text { for all } t \in J_{t_{1}}
\end{aligned}
$$

Clearly $u^{\prime}(t)>0$, for $t \in J_{t_{1}}$, then there exists $\ell>0$, such that

$$
u(t) \geq \ell \int_{t_{1}}^{t} \Lambda(s) d s, \text { for all } t \in J_{t_{1}}
$$

Using (1), (5), and the above inequality, we obtain

$$
\left(P_{f, \beta} u(t)\right)^{(2)} \leq-\ell B_{n}(t) \int_{t_{1}}^{t} \Lambda(s) d s
$$

Integrating the above inequality over $\left[t_{1}, t\right)$, we obtain

$$
\left(P_{f, \beta} u(t)\right)^{\prime} \leq\left(P_{f, \beta} u\left(t_{1}\right)\right)^{\prime}-\ell \int_{t_{1}}^{t}\left(B_{n}(s) \int_{t_{1}}^{s} \Lambda(\rho) d \rho\right) d s
$$

By (12), this gives

$$
\liminf _{t \rightarrow \infty}\left(P_{f, \beta} u(t)\right)^{\prime}=-\infty .
$$

Lemma 3, give us $\lim _{t \rightarrow \infty} P_{f, \beta} u(t)=-\infty$, which is a contradiction.
The proof of case (2) is the same as that of case (2) in Theorem 1 , and so is omitted.
This completes the proof.
Theorem 4. Assume that conditions $\left(C_{1}\right)-\left(C_{3}\right)$ hold. Assume that there exists a positive functions $\varphi, \xi \in C^{1}\left(J_{t_{0}}, \mathbb{R}\right)$, such that for all sufficiently large $t_{1} \in J_{t_{0}}$, for some $t_{2} \in J_{t_{1}}$, such that

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \int_{t_{2}}^{t}\left(\frac{\beta \varphi(s) \xi(s)}{\pi(s)\left(s-t_{1}\right)^{\beta+1}}-\frac{\xi(s)}{\left(s-t_{1}\right)^{\beta+1} \pi^{\beta}(s)}-\frac{\xi^{\prime}(s) \varphi(s)}{\pi(s)\left(s-t_{1}\right)^{\beta}}\right) d s=\infty \tag{27}
\end{equation*}
$$

where $\varphi$ is defined as in Theorem 3, and

$$
\begin{gathered}
\xi(t)+\left(t-t_{1}\right) \pi^{\beta-1}(t) \xi^{\prime}(t) \varphi(t) \leq \beta \pi^{\beta-1}(t) \varphi(t) \xi(t), \text { for all } t \in J_{t_{2}} . \\
\pi(t):=\int_{t_{1}}^{t}\left(\frac{\varphi(s) \rho(s)}{a(s)}\right)^{\frac{1}{\beta}} d s, \text { for all } t \in J_{t_{2}} .
\end{gathered}
$$

If there exists a positive function $\theta \in C^{1}\left(J_{t_{0}}, \mathbb{R}\right)$ such that (12) holds.
Then any solution of (1) is oscillatory.
Proof. Suppose that (1) has a nonoscillatory solution $u$ on $J_{t_{0}}$. We may assume without loss of generality that there exists $t_{1} \in J_{t_{0}}$, such that

$$
u(t)>0, \quad u^{\beta}\left(\tau_{i}(t)\right)>0, \quad u(\eta(t))>0 \quad \text { for } t \in J_{t_{1}}
$$

Since similar arguments can be made, for the case $u(t)<0$, eventually. Then there are only the following two possible cases.
Case 1. If $u^{\prime \prime}(t)>0$ and $u^{\prime}(t)>0$, for all $t \in J_{t_{1}}$. We define the function $\omega_{3}$ by:

$$
\omega_{3}(t):=\frac{\xi(t)}{u^{\beta}(t)} P_{f, \beta} u(t)>0, \quad \text { for all } t \in J_{t_{1}} .
$$

Using (26) and (16), we arrive at

$$
\begin{equation*}
\frac{u^{\prime}(t)}{u(t)} \geq\left(\frac{\pi(t)}{\varphi(t) \xi(t)}\right)^{\frac{1}{\beta}} \omega_{3}^{\frac{1}{\beta}}(t), \quad \text { for all } t \in J_{t_{1}} \tag{28}
\end{equation*}
$$

$$
\begin{equation*}
\left(P_{f, \beta} u(t)\right)^{\prime} \leq \frac{\left(u^{\prime}(t)\right)^{\beta}}{\left(t-t_{1}\right) \pi^{\beta}(t)}, \quad \text { for all } t \in J_{t_{1}} \tag{29}
\end{equation*}
$$

It follows from Corollary 1, we have

$$
u(t) \geq u^{\prime}(t)\left(t-t_{1}\right), \quad \text { for all } t \in J_{t_{1}} .
$$

This implies that

$$
\begin{equation*}
\omega_{3}(t) \leq \frac{\varphi(t) \xi(t)}{\pi(t)\left(t-t_{1}\right)^{\beta}}, \quad \text { for all } t \in J_{t_{2}} . \tag{30}
\end{equation*}
$$

By (29) and as the above inequality, we get

$$
\begin{equation*}
\frac{\left(P_{f, \beta} u(t)\right)^{\prime}}{u^{\beta}(t)} \leq \frac{1}{\left(t-t_{1}\right)^{\beta+1} \pi^{\beta}(t)}, \quad \text { for all } t \in J_{t_{2}} \tag{31}
\end{equation*}
$$

Computing the derivative of $\omega_{3}$, we have

$$
\omega_{3}^{\prime}(t)=\frac{\xi^{\prime}(t)}{\xi(t)} \omega_{3}(t)+\frac{\xi(t)}{u^{\beta}(t)}\left(P_{f, \beta} u(t)\right)^{\prime}-\beta \omega_{3}(t) \frac{u^{\prime}(t)}{u(t)} .
$$

Substituting (31), (30) and (28) in the above equality, we obtain

$$
\begin{aligned}
\omega_{3}^{\prime}(t) & \leq \frac{\xi(t)}{\left(t-t_{1}\right)^{\beta+1} \pi^{\beta}(t)}+\frac{\xi^{\prime}(t)}{\xi(t)} \omega_{3}(t)-\beta\left(\frac{\pi(t)}{\varphi(t) \xi(t)}\right)^{\frac{1}{\beta}} \omega_{3}^{1+\frac{1}{\beta}}(t) \\
& \leq \frac{\xi(t)}{\left(t-t_{1}\right)^{\beta+1} \pi^{\beta}(t)}+\frac{\xi^{\prime}(t) \varphi(t)}{\pi(t)\left(t-t_{1}\right)^{\beta}}-\frac{\beta \varphi(t) \xi(t)}{\pi(t)\left(t-t_{1}\right)^{\beta+1}} \leq 0 .
\end{aligned}
$$

Integrating the above inequality over $\left[t_{2}, t\right)$, we obtain

$$
\int_{t_{2}}^{t}\left(\frac{\beta \varphi(s) \xi(s)}{\pi(s)\left(s-t_{1}\right)^{\beta+1}}-\frac{\xi(s)}{\left(s-t_{1}\right)^{\beta+1} \pi^{\beta}(s)}-\frac{\xi^{\prime}(s) \varphi(s)}{\pi(s)\left(s-t_{1}\right)^{\beta}}\right) d s \leq \omega_{3}\left(t_{2}\right)
$$

which contradicts (27).
The proof of case (2) is the same as that of case (2) in Theorem 1, and so is omitted.
This completes the proof.
Let $\xi(t)=t-t_{1}$, for $t \in J_{t_{2}}$. Then Theorem 4 yields the following result.
Corollary 4. Assume that conditions $\left(C_{1}\right)-\left(C_{3}\right)$ hold. Assume that there exists a positive function $\varphi \in C^{1}\left(J_{t_{0}}, \mathbb{R}\right)$, such that for all sufficiently large $t_{1} \in J_{t_{0}}$, for some $t_{2} \in J_{t_{1}}$, such that

$$
\limsup _{t \rightarrow \infty} \int_{t_{2}}^{t} \frac{\beta \varphi(s) \pi^{\beta-1}(s)-1}{\pi^{\beta}(s)\left(s-t_{1}\right)^{\beta}} d s=\infty
$$

where $\varphi$ and $\pi$ are defined as in Theorem 4, and

$$
\pi^{\beta-1}(t) \varphi(t) \geq \frac{1}{\beta}, \quad \text { for all } t \in J_{t_{2}} .
$$

If there exists a positive function $\theta \in C^{1}\left(J_{t_{0}}, \mathbb{R}\right)$ such that (12) holds.
Then any solution of (1) is oscillatory.

## 4 Examples and Discussions

In this section, we give an example to illustrate our main result.
Example 1. Consider the neutral differential equation

$$
\begin{equation*}
\left(\frac{u^{(2)}(t)}{e^{t}}\right)^{(2)}+\sum_{i=1}^{i=n} e^{-t} u(t-i)=0, \quad \text { for all } t \geq n+1 \tag{32}
\end{equation*}
$$

Here, $\beta=1, r(t)=1, n \in \mathbb{N}, a(t)=1, \tau_{i}(t)=t-i, b_{i}(t)=e^{-t}$, for all $i \in\{1,2, \ldots, n\}, f(t, u)=e^{t}$ and $g(t, u)=0$. Then $\rho(t)=e^{t}, \sigma(t)=0$ and the hypotheses $\left(C_{1}\right)-\left(C_{4}\right)$ hold. On the other hand, we see that

$$
\begin{gathered}
B_{n}(t)=\sum_{i=1}^{i=n} b_{i}(t)-\sigma(t)=n e^{-t}, \quad \text { for all } t \geq n+1 . \\
\varphi\left(t, t_{1}, t_{2}\right) \geq \frac{t}{2} e^{t}, \quad \text { for } t \text { large enough }, \\
\psi(t)=n, \quad \text { for } t \text { large enough. }
\end{gathered}
$$

Let $\tau(t)=e^{t}$ and $\theta(t)=1$, for all $t \geq n+1$. Thus, (11) and (12) hold. By Theorem 1, equation (32) is oscillatory.

Example 2. Consider the hybrid differential equation

$$
\begin{equation*}
\left(e^{-u^{2}-t} \sqrt[3]{u^{(2)}(t)}\right)^{(2)}+e^{-t} \sqrt[3]{u(t)}=0, \quad \text { for all } t \geq 0 \tag{33}
\end{equation*}
$$

Here, $\beta=\frac{1}{3}, a(t)=1, n=1, b_{1}(t)=e^{-t}, \tau_{1}(t)=t, f(t, x)=e^{u^{2}+t}$, and $g(t, u)=0$, Then $\rho(t)=e^{t}, \sigma(t)=0$ and the hypotheses $\left(C_{1}\right)-\left(C_{4}\right)$ hold. Let $\varphi(t)=e^{3 t}$, for $t \geq 0$, then (25) holds,

$$
\Lambda(t) \geq d \sqrt[3]{t} e^{t}, \quad \text { for } t \text { large enough },
$$

where $d>0$, then (24) holds. Therefore, we have

$$
\psi(t)=1, \quad \text { for } t \text { large enough },
$$

Let $\theta(t)=1$, for all $t \geq 0$. Thus, (12) holds. By Theorem 3, equation (33) is oscillatory.

Remark 1. These results show that the coefficient functions $\left\{b_{i}\right\}_{i \in\{1, \ldots, n\}}$ play an important role in oscillation of fourth-order hybrid nonlinear dynamic equation; see the details in Example 1 and differences between Corollary 2 and Theorem 1, Theorem 2, Theorem 3.

## 5 Conclusion

In this paper, the main aim to provide a study of oscillation of the fourthorder hybrid nonlinear functional dynamic equations with damping by using the following methods:
(1) The generalized Riccati transformation technique.
(2) The Integral averaging technique.

The results presented complement a number of results reported in the literature. Furthermore, the findings of this paper can be extended to study a class of systems of higher order hybrid advanced differential equations, for example

$$
\left(\frac{a(t)\left(u^{(k-2)}(t)\right)^{\beta}}{f(t, u(t))}\right)^{(2)}+\sum_{i=1}^{i=n} b_{i}(t) u^{\beta}\left(\tau_{i}(t)\right)=g(t, u(\eta(t))), \quad \text { for all } t \in J_{t_{0}}
$$

Remark 2. If we consider a fourth-order hybrid nonlinear functional dynamic equation with damping on time scale

$$
\begin{equation*}
\left(\frac{a(t)\left(u^{\Delta^{2}}(t)\right)^{\beta}}{f(t, u(t))}\right)^{\Delta^{2}}+\sum_{i=1}^{i=n} b_{i}(t) u^{\beta}\left(\tau_{i}(t)\right)=g(t, u(\eta(t))), \tag{34}
\end{equation*}
$$

on an arbitrary time scale $\mathbb{T}$ with $\sup \mathbb{T}=\infty$. Thus, equation (1) becomes a special case of equation (34) in a case $\mathbb{T}=\mathbb{R}$. From the method given in this paper, one can obtain some oscillation criteria for (34). It means obtaining generalizations of Theorems 1, 2, 3 and 4. The details are left to the reader.
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