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#### Abstract

Theoretically, the step-size plays a crucial role in the complexity analysis of primal-dual interior-point algorithms. In this paper, we would like to focus on the strategy of how to select the step-size. We propose three choices applied to $P_{*}(\kappa)$-Linear complementarity problem based on two new kernel functions. The numerical behavior of the primal-dual interior-point algorithm is shown to be improved with these step-size choices. We have significantly reduced the number of the inner iterations and the calculation time of the large-update algorithm.
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## 1 Introduction

After the appearance of the Karmarkar algorithm in 1984 for linear programming, the interior-point methods experienced a real revolution giving rise to a radical change in the theoretical and numerical study of linear programs. The primal-dual path-following methods introduced by Kojima et al. in 1989 [10] and Monteiro et al. [13] are the most attractive and most of the corresponding algorithms are based on the logarithmic barrier function. In practice, finding a strictly feasible initial solution that is close to the central-path is a major difficulty

[^0]that is the subject of research. To remedy this difficulty, researchers propose the use of the following alternatives: the weighted path-following method, the pathfollowing method via a kernel function and the infeasible path-following method. In this paper we are interested in the path-following method based on kernel functions. These approaches have the advantage of starting the algorithm with any strictly feasible point and improving the algorithmic complexity of large-update interior-point methods.

In 2002, Peng et al. [14] introduced new barrier functions "self-regular functions" for primal-dual interior-point methods applied to linear problems and recently, researchers in [1] and [4] proposed another new class of interior-point methods always for linear programming based on kernel functions that are not logarithmic and not necessarily self-regular. This helps to improve all the theoretical results obtained so far and to provide the best algorithmic complexity, especially for large-update methods.

The success observed in interior-point methods for linear programming has encouraged researchers to develop interesting extensions to solve other classes of optimization problems.

In 1991, Kojima et al. [11] demonstrated the existence of the central path for the linear complementarity problem (LCP), with a $P_{*}(\kappa)-m a t r i x$ and gave the same results of complexity of the case of linear programming. In 1995, Miao [12] performed an extension of the Mizuno-Todd-Ye method to the case of a $P_{*}(\kappa)-$ $(L C P)$. In 2005, Illés and Nagy [7] gave another version of the Mizuno-Tood-Ye algorithm and they gave its algorithmic complexity. Afterwards, the results of complexity continue with the works of El Ghami et al. [3] in 2010, El Ghami [5] in 2013, El Ghami et al. [6] in 2017, Kheirfman et al. [9] in 2018, ...

In our work, first we present a primal-dual interior-point (central path) method based on a kernel function with a trigonometric barrier term for $P_{*}(\kappa)-(L C P)$. It is an extension of a method studied for the first time for the case of a linear program in 2016 [2]. The convergence of the corresponding algorithm is demonstrated and its complexity is given for both small and large-update methods in [6]. Then, we would like to focus on the strategy of how to select the step-size. Our aim is to find out the suitable step-size which guarantees not only the iteration still feasible, but also the decreases of the number of the inner iteration and thus improving the computational behavior of the algorithm. Theoretically, the stepsize plays a crucial role in the complexity analysis of primal-dual algorithms but it is very small during each inner iteration, which requires a very large number of iterations and a large calculation time. In practical computation we discover that it may accelerate the iteration process by enlarging the step-size. So, we propose two other choices: dynamic and practical step-sizes. Numerical tests show that algorithms with practical and dynamic step-size are more efficient than these with theoretical one.

The paper is organized as follows: in section 2, we define the linear complementarity problem. In section 3 , we briefly review the basic concepts of path-following methods for linear complementarity problem such as the central path and new search directions. We also present the generic algorithm for $P_{*}(\kappa)-(L C P)$.

The complexity analysis is performed in section 4. Numerical results based on $P_{*}(\kappa)-(L C P)$ with different choices of the step-size are obtained in section 5. Finally, section 6 contains some concluding remarks and directions for future research.

Some notations used throughout the paper are as follows. First, $\mathbb{R}^{n}, \mathbb{R}_{+}^{n}, \mathbb{R}_{++}^{n}$ denote the $n$-dimensional Euclidean space with the inner product $\langle.,$.$\rangle , the set of$ nonnegative vectors and the set of positive vectors, respectively. $\|$.$\| denotes the$ 2 -norm for vectors. For $x, s \in \mathbb{R}_{+}^{n}$, $x s$ denote the componentwise (or Hadamard) product of the vectors $x$ and $s$. Furthermore, $e$ denotes the all-one vector of length
$n, X=\operatorname{diag}(x)$ the $n \times n$ diagonal matrix with components of vector $x \in \mathbb{R}_{++}^{n}$ are diagonal entries.

## 2 Position of the problem

Since its appearance, complementarity has attracted the interest of several researchers and its importance can be measured by the crucial role it plays in the resolution of several problems in different fields: linear programming, convex quadratic programming, variational inequalities, mechanics, ...

The linear complementarity problem noted $(L C P)$, is written in the form:

$$
(L C P)\left\{\begin{array}{c}
\text { Find } x, s \in \mathbb{R}^{n} \text { such that }  \tag{1}\\
s=M x+q \\
x^{t} s=0 \\
(x, s) \geq 0
\end{array}\right.
$$

where $M \in \mathbb{R}^{n \times n}$ is a square matrix of order $n$ and $q \in \mathbb{R}^{n}$.
Existing methods to solve ( $L C P$ ) are extensions of methods designed for linear programming.

## 3 Path-following (Central path) method

This approach is proposed by Kojima, Mizuno and Yoshise in 1991, it is an
extension of the path-following method applied to linear programming.
We consider the ( $L C P$ ) defined by (1) and we noted by:
$S=\left\{(x, s) \in \mathbb{R}_{+}^{n} \times \mathbb{R}_{+}^{n}: s=M x+q\right\}$ the set of feasible solutions of $(L C P)$.
$S_{\text {int }}=\left\{(x, s) \in \mathbb{R}_{++}^{n} \times \mathbb{R}_{++}^{n}: s=M x+q\right\}$ the set of strictly feasible solutions of ( $L C P$ ).

Assumptions: Without loss of generality, it is assumed that there is $\left(x^{0}, s^{0}\right)>$ 0 , such that $s^{0}=M x^{0}+q$ with $M$ is $P_{*}(\kappa)-$ matrix.

Definition 1. : The class $P_{*}(\kappa)$ is introduced by Kojima et al. [11] in 1991.
Let $Y$ be an open convex subset of $\mathbb{R}^{n}$ and $\kappa \geq 0$, we say that $M$ is $P_{*}(\kappa)-$ matrix on $Y$ if and only if $(1+4 \kappa) \sum_{i \in J_{+}(x)} x_{i}(M x)_{i}+\sum_{i \in J_{-}(x)} x_{i}(M x)_{i} \geq 0$,
for all $x \in Y$, and $J_{+}(x)=\left\{i \in J: x_{i}(M x)_{i} \geq 0\right\}$ and $J_{-}(x)=\left\{i \in J: x_{i}\right.$ $\left.(M x)_{i}<0\right\}$, in addition, $M$ is called a $P_{*}-$ matrix if it is $P_{*}(\kappa)$ - matrix for some $\kappa \geq 0$. Note that the class $P_{*}$ is the union of all $P_{*}(\kappa)-$ matrices for $\kappa \geq 0$ and contains the class of positive semidefinite matrices by choosing $\kappa=0$.

Proposition 1. [11]: If $M$ is a $P_{*}$ - matrix, then
$M^{\prime}=\left(\begin{array}{cc}-M & I \\ S & X\end{array}\right)$ is a nonsingular matrix for all diagonal and positive matrices $X$ and $S$ in $\mathbb{R}^{n \times n}$.

Corollary 1. [6]: Let $M$ a $P_{*}$ - matrix and $x, s \in R_{++}^{n}$. Then for all $a \in R^{n}$ the system

$$
\left\{\begin{array}{l}
-M \triangle x+\triangle s=0  \tag{2}\\
S \triangle x+X \triangle s=a
\end{array}\right.
$$

has a unique solution $(\triangle x, \triangle s)$.

### 3.1 Introduction of new directions

The basic idea of these methods is to replace the 2 nd equation in (1) with the nonlinear equation $s x=\mu e$ for $\mu>0$.

So we get the following parametric system

$$
\left\{\begin{array}{c}
s=M x+q,  \tag{3}\\
s x=\mu e \\
(x, s) \geq 0 .
\end{array}\right.
$$

Since $M$ is a $P_{*}(\kappa)$ - matrix and (1) is strictly feasible, then system (3) has a unique solution $(x(\mu), s(\mu))$ for each $\mu>0$.
$(x(\mu), s(\mu))$ is called $\mu$-center of (3), the set of $\mu$-centers $(\mu>0)$ defines the central path of (3). If $\mu \rightarrow 0$, the limit of the central path exists and satisfies the condition of complementarity and belongs to the set of solutions of (1), [11].

Let $(x, s)$ be a strictly feasible point and $\mu>0$. We define the vector

$$
\begin{equation*}
v=\sqrt{\frac{x s}{\mu}} \tag{4}
\end{equation*}
$$

Note that the pair $(x, s)$ coincides with the $\mu-\operatorname{center}(x(\mu), s(\mu))$ if and only if $v=e$.

The search directions $\triangle x, \Delta s$ are given by the system

$$
\left\{\begin{align*}
-M \triangle x+\triangle s & =0  \tag{5}\\
s \triangle x+x \triangle s & =-\mu v \nabla \Phi(v)
\end{align*}\right.
$$

where $\Phi(v)$ is a regular strictly convex function defined for $v>0$ with $\Phi(e)=0$ and minimal in $v=e$.

Since $M$ is a $P_{*}-$ matrix, system (5) defines $(\triangle x, \Delta s)$ in a unique way for all $x>0$ and $s>0$.

We define also the vector $p$ by

$$
\begin{equation*}
p=\sqrt{\frac{x}{s}}, \tag{6}
\end{equation*}
$$

and we note by

$$
\begin{array}{cc}
\bar{M}=P M P, P=\operatorname{diag}(p) \text { and } V=\operatorname{diag}(v) & \text { with } v=\sqrt{\frac{x s}{\mu}}, \\
d_{x}=\frac{v \Delta x}{x}, \quad d_{s}=\frac{v \Delta s}{s} . & \text { (7) } \tag{7}
\end{array}
$$

System (5) can be reformulated as follows

$$
\left\{\begin{array}{c}
-\bar{M} d_{x}+d_{s}=0  \tag{8}\\
d_{x}+d_{s}=-\nabla \Phi(v) .
\end{array}\right.
$$

From the solution $d_{x}$ and $d_{s}$, the vectors $\triangle x$ and $\triangle s$ can be calculated using (7).

### 3.2 The generic primal-dual interior-point algorithm

## Data

A proximity function $\Phi(v)$, a threshold parameter $\tau>0$, a parameter of precision $\varepsilon>0$ and an update parameter $\theta, 0<\theta<1$.
Initialization: $k=0 ; \mu=\mu^{0} ; x=x^{0} ; s=s^{0} ; v^{0}=\sqrt{\frac{x^{0} s^{0}}{\mu^{0}}}$.
While $n \mu^{k}>\varepsilon$ do
Start (outer iteration)
$\mu^{k+1}=(1-\theta) \mu^{k}$;
While $\Phi(v)>\tau$ do
Start ((inner iteration)

- Solve system (8) to determine $\left(d_{x}, d_{s}\right)$ then $(\triangle x, \Delta s)$;
- Calculate the step-size $\alpha$ and let $x=x+\alpha \triangle x, s=s+\alpha \triangle s, v=\sqrt{\frac{x s}{\mu}}$;
end (inner iteration),
end (outer iteration).
End.


## 4 Complexity of the algorithm

Small-update methods: If we take $\theta=O\left(\frac{1}{\sqrt{n}}\right)$ as a reduction factor of $\mu$ and
$\tau=O(1)$, first, we ensure that we stay in a neighborhood of the central path and, on the other hand, we get an algorithmic complexity of order $O\left(\sqrt{n} \log \frac{n}{\varepsilon}\right)$ for linear optimization. It is the best complexity obtained today. Algorithms that use a reduction $\theta$ depending on $n$ are called small-update algorithms.

Large-update methods: By using $\tau=O(n)$ and $\theta=O(1)$ we obtain a better numerical efficiency in practice. The theoretical complexity is however less good, it is of order $O\left(n \log \frac{n}{\varepsilon}\right)$ for linear optimization. Algorithms that use a reduction $\theta$ independent of $n$ are called large-update algorithms.

The parameters $\tau$ and $\theta$ and the step-size $\alpha$ must be chosen in such a way that the number of iterations is as small as possible. This number depends on the choice of function $\Phi$ " the proximity function". Recently, researchers are trying to improve the number of iterations and thus improving the algorithmic complexity, based on new choices of the kernel function $\Psi$.

In the following table, we give some examples of kernel functions with complexity results that correspond to large-update methods. For small-update methods, the complexity results are the same for all functions, namely $O\left((1+2 \kappa) \sqrt{n} \log \frac{n}{\varepsilon}\right)$ which is the best complexity until today for this type of methods [6].

| i | Kernel functions $\Psi_{i}(t)$ | Large-update methods |
| :--- | :--- | :--- |
| 1 | $\frac{t^{2}-1}{2}-\log t$ | $O\left((1+2 \kappa) n \log \frac{n}{\varepsilon}\right)$ |
| 2 | $\frac{t^{2}-1}{2}+\frac{t^{1-q}-1}{q(q-1)}-\frac{q-1}{q}(t-1)$ | $O\left((1+2 \kappa) q n^{\frac{q+}{2 q}} \log \frac{n}{\varepsilon}\right)$ |
| 3 | $\frac{1}{2}\left(t-\frac{1}{t}\right)^{2}$ | $O\left((1+2 \kappa) n^{\frac{2}{3}} \log \frac{n}{\varepsilon}\right)$ |
| 4 | $\frac{t^{2}-1}{2}+e^{\frac{1}{t}-1}-1$ | $O\left((1+2 \kappa) \sqrt{n} \log ^{2} n \log \frac{n}{\varepsilon}\right)$ |
| 5 | $\frac{t^{2}-1}{2}-\int_{1}^{t} e^{\frac{1}{\xi}-1} d \xi$ | $O\left((1+2 \kappa) \sqrt{n} \log ^{2} n \log \frac{n}{\varepsilon}\right)$ |
| 6 | $\frac{t^{2}-1}{2}+\frac{t^{1-q}-1}{(q-1)}, q>1$ | $O\left((1+2 \kappa) q n^{\frac{q+1}{2 q}} \log \frac{n}{\varepsilon}\right)$ |
| 7 | $t-1+\frac{t^{1-q}-1}{q-1)}, q>1$ | $O\left((1+2 \kappa) n q \log \frac{n}{\varepsilon}\right)$ |
| 8 | $\frac{t^{2}-1}{2}+\frac{6}{\pi} \tan \left(\pi \frac{1-t}{4 t+2}\right)$ | $O\left((1+2 \kappa) n^{\frac{3}{4}} \log \frac{n}{\varepsilon}\right)$ |
| 9 | $\frac{t^{2}-1}{2}+\frac{4}{p \pi}\left(\tan ^{p}\left(\frac{\pi}{2 t+2}\right)-1\right), p \geq 2$ | $O\left(p(1+2 \kappa) n^{\frac{2+p}{2(1+p)}} \log \frac{n}{\varepsilon}\right.$ |

## 5 Numerical results

To prove the efficiency of a new kernel function and evaluate its influence on the computational behavior of an algorithm, it is necessary to perform some numerical tests.

In this part, we consider a kernel function studied recently in 2017 defined in [6] by: $\Psi_{1}(t)=\left(\frac{t^{2}-1}{2}+\frac{4}{\pi p}\left[\tan ^{p}\left(\frac{\pi}{2 t+2}\right)-1\right], p \geq 2\right)$.

To solve the problem numerically, we used the software MATLAB. We have taken $\varepsilon=10^{-6}, \theta=0,99, \quad p=2$ and $\tau=10$ as examples of fixed size and $\tau=n$ as examples with a variable size corresponding to large-update methods.

Step-size $\alpha$ is chosen in two different ways:
1/The theoretical choice: We take the default step-size defined in [6] by: $\alpha=\frac{1}{(1+2 \kappa)(9+4 \pi p)(8 \delta+2)^{\frac{p+2}{p+1}}}=\frac{1}{(1+2 \kappa)(9+8 \pi)(8 \delta+2)^{\frac{4}{3}}}$.

2/The dynamic choice: Due to the fact that the theoretical value of the step-size $\alpha$ is very small in each iteration, we choose a dynamic step proposed in [16] in order to enlarge the step-size and improve the computational behavior of
the algorithm, so we put: $\alpha=\left\{\begin{array}{c}2 \widetilde{\alpha} \text { if }\|\triangle x\| \geq n \\ 5 \widetilde{\alpha} \text { if } 1 \leq\|\triangle x\|<n \\ 10 \widetilde{\alpha} \text { if }\|\triangle x\|<1,\end{array}\right.$
where $n$ is the size of the problem and $\widetilde{\alpha}$ is the theoretical value of the step-size.

### 5.1 Examples of fixed size

We consider the following $p_{*}(0)-L C P$ :

Example 1. $M=\left(\begin{array}{lll}2 & 1 & 1 \\ 1 & 2 & 1 \\ 1 & 1 & 2\end{array}\right)$ and $q=\left(\begin{array}{l}-4 \\ -5 \\ -1\end{array}\right)$.
The starting point is:
$x^{0}=\left(\begin{array}{lll}0.9918 & 2.0082 & 0.0475\end{array}\right)^{t}$ and $s^{0}=\left(\begin{array}{lll}0.0395 & 0.0558 & 2.0952\end{array}\right)^{t}$.
The solution is: $x^{*}=\left(\begin{array}{lll}1 & 2 & 0\end{array}\right)^{t}$.

Example 2. $M=\left(\begin{array}{cccc}2 & 1 & 1 & 1 \\ 1 & 2 & 0 & 1 \\ 1 & 0 & 1 & 2 \\ -1 & -1 & -2 & 0\end{array}\right)$ and $q=\left(\begin{array}{c}-8 \\ -6 \\ -4 \\ 3\end{array}\right)$.
The starting point is:
$x^{0}=\left(\begin{array}{llll}2.4742 & 0.4992 & 0.0073 & 2.5639\end{array}\right)^{t}$
$s^{0}=\left(\begin{array}{llll}0.0187 & 0.0365 & 3.6093 & 0.0120\end{array}\right)^{t}$.
The solution is: $x^{*}=\left(\begin{array}{llll}2.5 & 0.5 & 0 & 2.5\end{array}\right)^{t}$.

Example 3. $M=\left(\begin{array}{ccccccc}2 & -1 & 0 & 0 & 0 & 0 & 0 \\ -1 & 2 & -1 & 0 & 0 & 0 & 0 \\ 0 & -1 & 2 & -1 & 0 & 0 & 0 \\ 0 & 0 & -1 & 2 & -1 & 0 & 0 \\ 0 & 0 & 0 & -1 & 2 & -1 & 0 \\ 0 & 0 & 0 & 0 & -1 & 2 & -1 \\ 0 & 0 & 0 & 0 & 0 & -1 & 2\end{array}\right)$ and $q=\left(\begin{array}{l}-1 \\ -1 \\ -1 \\ -1 \\ -1 \\ -1 \\ -1\end{array}\right)$
The starting point is:
$x^{0}=\left(\begin{array}{lllllll}3.6563 & 6.2520 & 7.8097 & 8.3347 & 7.8253 & 6.2743 & 3.6722\end{array}\right)^{t}$,
$s^{0}=\left(\begin{array}{llllllll}0.0597 & 0.0400 & 0.0321 & 0.0347 & 0.0415 & 0.0512 & 0.0703\end{array}\right)^{t}$.
The solution is: $x^{*}=\left(\begin{array}{lllllll}3.5 & 6 & 7.5 & 8 & 7.5 & 6 & 3.5\end{array}\right)^{t}$.

Example 4. We consider the following matrix

$$
M=\left(\begin{array}{lllllllllllllll}
1 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
0 & 1 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
0 & 0 & 1 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
0 & 0 & 0 & 1 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
0 & 0 & 0 & 0 & 1 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
0 & 0 & 0 & 0 & 0 & 1 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 2 & 2 & 2 & 2 & 2 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 2 & 2 & 2 & 2 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 2 & 2 & 2 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 2 & 2 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 2 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) \text { and } q=\left(\begin{array}{l}
-1 \\
-1 \\
-1 \\
-1 \\
-1 \\
-1 \\
-1 \\
-1 \\
-1 \\
-1 \\
-1 \\
-1 \\
-1 \\
-1 \\
-1
\end{array}\right) .
$$

The starting point is:

$$
\begin{aligned}
\left(x^{0}\right)^{t} & =\left(\begin{array}{cccccccc}
0.0009 & 0.0009 & 0.0009 & 0.0009 & 0.0009 & 0.0009 & 0.0009 & 0.0009 \\
0.0009 & 0.0009 & 0.0009 & 0.0009 & 0.0009 & 0.0009 & 1.0009
\end{array}\right), \\
\left(s^{0}\right)^{t} & =\left(\begin{array}{cccccccc}
1.0261 & 1.0243 & 1.0225 & 1.0198 & 1.0189 & 1.0171 & 1.0153 & 1.0135 \\
1.0108 & 1.0099 & 1.0081 & 1.0063 & 1.0045 & 1.0027 & 0.0009
\end{array}\right) .
\end{aligned}
$$

The solution is:

$$
x^{*}=\left(\begin{array}{lllllllllllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)^{t} .
$$

In the tables of results, $n$ represents the size of the example, (Outer) represents the number of outer iterations, (Inner) represents the number of inner iterations and ( $\mathrm{T}(\mathrm{s})$ ) represents the calculation time in seconds. We summarize our results in the following table:

| Examples | Theoretical choice |  |  | Dynamic choice |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Outer | Inner | T $(s)$ | Outer | Inner | $T(s)$ |
| Example 1 | 5 | 58375 | 42.891960 | 5 | 6028 | 6.299861 |
| Example 2 | 5 | 25459 | 36.219801 | 5 | 2542 | 4.553663 |
| Example 3 | 5 | 39594 | 47.917731 | 5 | 3959 | 5.763560 |
| Example 4 | 5 | 61277 | 114.108174 | 5 | 6123 | 14.543124 |

Table1: Choice of the step-size for kernel function 1 with fixed size.

### 5.2 Examples of variable size

Example 5. We consider the following $p_{*}(0)-L C P$ with

|  | Theoretical choice |  |  | Dynamic choice |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Outer | Inner | $T(s)$ | Outer | Inner | $T(s)$ |
|  | 5 | 39558 | 44.563197 | 5 | 3841 | 5.466096 |
| 15 | 5 | 61272 | 135.943155 | 5 | 6118 | 13.859415 |
| 25 | 5 | 83043 | 338.890412 | 5 | 8301 | 30.255119 |
| 50 | 5 | 127377 | 1226.104891 | 5 | 12720 | 102.328240 |
| 75 | -- | -- | -- | 5 | 18166 | 318.978979 |

Table 2 : Choice of the step-size for kernel function 1 with the variable size.

### 5.3 Example of a nonmonotonic (LCP)

Example 6. We consider a $P_{*}(\kappa)-L C P$, with
$M=\left(\begin{array}{ccc}0 & 1+4 \kappa & 0 \\ -1 & 0 & 0 \\ 0 & 0 & c\end{array}\right)$ and $q=\left(\begin{array}{c}0.01 \\ 0.501 \\ -0.49\end{array}\right)$ with $c \geq 0$ and $\kappa \geq 0$.
We have the table:

|  | Theoretical choice |  | Dynamic choice |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\kappa$ | Outer | Inner | $T(s)$ | Outer | Inner | $T(s)$ |
| 0 | 5 | 62837 | 51.851148 | 5 | 6278 | 4.372369 |
| 0.2 | 5 | 84248 | 59.693772 | 5 | 8407 | 5.834019 |
| 0.25 | 5 | 89093 | 62.967999 | 5 | 8909 | 6.427401 |
| 0.9 | 5 | 113218 | 88.492977 | 5 | 11262 | 8.627475 |

Table 3 : Choice of the step-size for the kernel function 1 with differents values of $\kappa$.

### 5.4 A practical choice of the step size

It is a less expensive procedure than the linear search introduced in [8]. We have the conditions:

$$
\left\{\begin{array}{c}
x+\alpha_{x}^{+} d x>0 \\
s+\alpha_{s}^{+} d s>0
\end{array}\right.
$$

Which give: $\alpha_{x}^{+}=\beta \alpha_{x}$ and $\alpha_{s}^{+}=\beta \alpha_{s}$ such as $0<\beta<1$, or

$$
\begin{aligned}
& \alpha_{x}=\left\{\begin{array}{rr} 
& \min _{i \in I}\left(-\frac{x_{i}}{d x_{i}}\right) \text { with } I=\left\{i: d x_{i}<0\right\} \\
1 & \text { elsewhere. }
\end{array}\right. \\
& \alpha_{s}=\left\{\begin{array}{rr} 
& \min _{i \in I}\left(-\frac{s_{i}}{d s_{i}}\right) \text { with } I=\left\{i: d s_{i}<0\right\} \\
1 & \text { elsewhere. }
\end{array}\right.
\end{aligned}
$$

We take $\alpha_{k}=\min \left(\alpha_{x}^{+}, \alpha_{s}^{+}\right)$. So the new iterate is: $\left(x^{+}, s^{+}\right)=(x, s)+$ $\alpha_{k}(d x, d s)$.

For this choice, we consider two kernel functions defined by:

- Kernel function $1[6],(2017): \Psi_{1}(t)=\left(\frac{t^{2}-1}{2}+\frac{4}{\pi p}\left[\tan ^{p}\left(\frac{\pi}{2 t+2}\right)-1\right], p \geq 2\right)$.
- Kernel function 2 [9], (2018): $\Psi_{2}(t)=\frac{t^{2}-1}{2}+\frac{4}{\pi} \cot \left(\frac{\pi t}{1+t}\right)$.

Applying this procedure, we obtain the results summarized in the following tables:

|  | Kernel function 1 |  |  | Kernel function 2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Examples | Outer | Inner | $T(s)$ | Outer | Inner | $T(s)$ |
| Example 1 | 5 | 8 | 0.058775 | 5 | 10 | 0.058207 |
| Example 2 | 5 | 6 | 0.049446 | 5 | 72 | 0.108315 |
| Example 3 | 5 | 8 | 0.056408 | 5 | 25 | 0.083541 |
| Example 4 | 5 | 8 | 0.055684 | 5 | 108 | 0.194179 |

Table 4: A practical choice of the step-size $\alpha$ for examples with fixed size.

|  | Kernel function 1 |  |  | Kernel function 2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | Outer | Inner | $T(s)$ | Outer | Inner | $T(s)$ |
| 7 | 5 | 8 | 0.109394 | 5 | 107 | 0.051988 |
| 25 | 5 | 8 | 0.432846 | 5 | 59 | 0.633441 |
| 50 | 5 | 8 | 1.422137 | 5 | 77 | 0.940066 |
| 150 | 6 | 8 | 13.619962 | 6 | 629 | 26.217568 |
| 250 | 6 | 8 | 68.230574 | 6 | 117 | 30.151152 |

Table 5: A practical choice of the step-size $\alpha$ for examples with variable size.

| Kernel function 1 |  |  |  | Kernel function 2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\kappa$ | Outer | Inner | $T(s)$ | Outer | Inner | $T(s)$ |
| 0 | 5 | 11 | 0.040181 | 5 | 6 | 0.062437 |
| $1 / 5$ | 5 | 10 | 0.055514 | 5 | 11 | 0.076077 |
| $1 / 4$ | 5 | 10 | 0.061765 | 5 | 11 | 0.077246 |
| 0.9 | 5 | 6 | 0.059457 | 5 | 11 | 0.044084 |

Table 6: A practical choice of the step-size $\alpha$ with a $P_{*}(\kappa)-(L C P)$.

## 6 Conclusion

In this paper, we have presented a primal-dual interior-point algorithm for $P_{*}(\kappa)-L C P$ based on two recent kernel functions and we have given numerical results for this algorithm with different choices of the step-size. We have reached the following conclusions:

- Kernel functions play a very important role in the analysis of interior-point algorithms since they improve their complexities.
- The complexity of the primal-dual interior-point methods for linear programming based on the logarithmic barrier function is of order $O\left(n \log \frac{n}{\epsilon}\right)$ for the large-update algorithms, whereas, with these new features, the complexity is getting better at $O\left(\sqrt{n} \log n \log \frac{n}{\epsilon}\right)$. However, the complexity of small-update algorithm is always of order $O\left(\sqrt{n} \log \frac{n}{\epsilon}\right)$.
- The best result of complexity for the large-update and small-update methods applied to $P_{*}(\kappa)-L C P$, can be achieved, namely: $O\left((1+2 \kappa) \sqrt{n} \log n \log \frac{n}{\varepsilon}\right)$ for large-update methods and $O\left((1+2 \kappa) \sqrt{n} \log \frac{n}{\varepsilon}\right)$ for small-update methods.
- For $k=0$, we find the same results of complexity obtained in the case of linear programming.
- In practice, the theoretical value of step-size $\alpha$ is very small in each iteration, which requires a very large number of iterations and calculation time.
- Algorithm with dynamic step-size work faster than the algorithm with the theoretical one during the inner iterations.
- The practical choice has significantly reduced the number of iterations and the calculation time of the algorithm than the dynamic choice.

In our future study,

- We intend to generalize these results to other classes of optimization problems.
- Finding new kernel functions will be of a great importance.
- It is necessary to insist on the analytic structure of the kernel function in order to reduce the number of inner iterations and thus improve the algorithmic complexity.
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