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Abstract

In this paper, we introduce an iterative algorithm for approximating a
common solution of monotone yosida variational inclusion problem in the
framework of p-uniformly convex and uniformly smooth Banach spaces. Us-
ing our iterative algorithm, we state and prove a strong convergence theorem
for approximating a common solution of the aforementioned problem. We
also consider an infinite family of Bregman quasi-nonexpansive mapping and
prove its strong convergence result. Our result extends and complements
some related results in literature.
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1 Introduction

Let E be a real Banach space with norm ||.|| and E∗ be the dual space of E.
Let K(E) := {x ∈ E : ||x|| = 1} denote the unit sphere of E. The modulus of
convexity is the function δE : (0, 2]→ [0, 1] defined by

δE(ε) = inf
{

1− ||x+ y||
2

: x, y ∈ K(E), ||x− y|| ≥ ε
}
.

The space E is said to be uniformly convex if δE(ε) > 0 for all ε ∈ (0, 2]. Let
p > 1, then E is said to be p-uniformly convex (or to have a modulus of convexity
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of power type p) if there exists cp > 0 such that δE(ε) ≥ cpε
p for all ε ∈ (0, 2].

Note that every p-uniformly convex space is uniformly convex. The modulus of
smoothness of E is the function ρE : R+ := [0,∞)→ R+ defined by

ρE(τ) = sup
{ ||x+ τy + ||x− τy||

2
− 1 : x, y ∈ K(E)

}
.

The space E is said to be uniformly smooth if ρE(τ)
τ → 0 as τ → 0. Let q > 1,

then a Banach space E is said to be q-uniformly smooth if there exists κq > 0
such that ρE(τ) ≤ κqτ q for all τ > 0. It is known that E is p-uniformly convex if
and only if E∗ is q-uniformly smooth. Moreover, a Banach space E is p-uniformly
convex if and only if E∗ is q-uniformly smooth, where p and q satisfy 1

p + 1
q = 1,

(see [9]).
Let p > 1 be a real number, the generalized duality mapping JpE : E → 2E

∗
is

defined by

JpE(x) = {x ∈ E∗ : 〈x, x〉 = ||x||p, ||x|| = ||x||p−1},

where 〈., .〉 denotes the duality pairing between elements of E and E∗. In partic-
ular, JpE = J2

E is called the normalized duality mapping.
If E is p-uniformly convex and uniformly smooth, then E∗ is q-uniformly smooth
and uniformly convex. In this case, the generalized duality mapping JpE is one-to-
one, single-valued and satisfies JpE = (JqE∗)

−1, where JqE∗ is the generalized duality
mapping of E∗. Furthermore, if E is uniformly smooth then the duality mapping
JpE is norm-to-norm uniformly continuous on bounded subsets of E, (see [10] for
more details).
Let f : E → (−∞,+∞] be a proper, lower semicontinuous and convex function,
then the Frenchel conjugate of f denoted as f∗ : E∗ → (−∞,+∞] is defined as

f∗(x∗) = sup{〈x∗, x〉 − f(x) : x ∈ E}, x∗ ∈ E∗.

Let the domain of f be denoted as (domf) = {x ∈ E : f(x) < +∞}, hence for
any x ∈ int(domf) and y ∈ E, we define the right-hand derivative of f at x in
the direction y by

f0(x, y) = lim
t→0+

f(x+ ty)− f(x)

t
.

Definition 1. [6] Let f : E → (−∞,+∞] be a convex and Gâteaux differentiable
function. The function ∆f : E × E → [0,+∞) defined by

∆f (x, y) := f(y)− f(x)− 〈5f(x), y − x〉

is called the Bregman distance with respect to f .

It is well-known that the Bregman distance ∆f does not satisfy the properties of a
metric because ∆f fail to satisfy the symmetric and triangular inequality property.
Moreover, it is well known that the duality mapping JpE is the sub-differential of
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the functional fp(.) = 1
p ||.||

p for p > 1, see [8]. Then, the Bregman distance ∆p is
defined with respect to fp as follows:

∆p(x, y) =
1

p
||y||p − 1

p
||x||p − 〈JpEx, y − x〉

=
1

q
||x||p − 〈JpEx, y〉+

1

p
||y||p

=
1

q
||x||p − 1

q
||y||p − 〈JpEx− J

p
Ey, y〉. (1)

Let T : C → int(domf) be a mapping, a point x ∈ C is called a fixed point of T ,
if for all x ∈ C, Tx = x. We denote by Fix(T ) the set of all fixed points of T .
Moreso, T is said to be Bregman quasi-nonexpansive if

Fix(T ) 6= ∅ and ∆f (p, Tx) ≤ ∆f (p, x), ∀ x ∈ C, p ∈ Fix(T );

Recall that a metric projection PC from E onto C satisfies the following property:

||x− PCx|| ≤ inf
y∈C
||x− y||, ∀ x ∈ E.

It is well known that PCx is the unique minimizer of the norm distance. Moreover,
PCx is characterized by the following properties:

〈JpE(x− PCx), y − PCx〉 ≤ 0, ∀ y ∈ C. (2)

The Bregman projection from E onto C denoted by ΠC also satisfies the property

∆p(x,ΠC(x)) = inf
y∈C

∆p(x, y), ∀ x ∈ E. (3)

Also, if C is a nonempty, closed and convex subset of a p-uniformly convex and
uniformly smooth Banach space E and x ∈ E. Then the following assertions hold:
see [9]
(i) z = ΠCx if and only if

〈JpE(x)− JpE(z), y − z〉 ≤ 0, ∀ y ∈ C; (4)

(ii)

∆p(ΠCx, y) + ∆p(x,ΠCx) ≤ ∆p(x, y), ∀ y ∈ C. (5)

Let B : E → 2E
∗

be a multivalued mapping, then the domain of B is defined by
domB := {x ∈ E : Bx 6= ∅} and the graph of B is given as G(B) := {(x, x∗) ∈
E × E∗ : x∗ ∈ Bx}. A multivalued mapping B is said to be monotone if 〈x∗ −
y∗, x − y〉 ≥ 0 where (x, x∗), (y, y∗) ∈ G(B)B is said to be maximal monotone if
its graph is not contained in the graph of any other monotone operator on E. It
is well-known that if B is maximal monotone, then B−1(0) = {x ∈ E : 0 ∈ B(x)}
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is closed and convex. A single-valued mapping A : H → H is called α-inverse
strongly monotone if there exists a constant α > 0 such that

〈Ax−Ay, x− y〉 ≥ α||Tx− Ty||2,∀ x, y ∈ H.

Let E be a real Banach space and B : E → 2E
∗

be a maximal monotone mapping.
The Variational Inclusion Problem VIP is to find x∗ ∈ E such that

0 ∈ B(x∗) (6)

Many authors have considered the VIP and its split type in both Hilbert and
Banach spaces. For instance, Izuchukwu et. al. [13] considered the following
Split Variational Inclusion Problem (SVIP): find x∗ ∈ E1 such that

0 ∈ B1(x∗) (7)

and

y∗ = Ax∗ ∈ E2 such that 0 ∈ B2(y∗). (8)

where B1 : E1 → 2E
∗
1 and B2 : E2 → 2E

∗
2 are maximal monotone mappings of

Banach spaces E1 and E2 respectively, A : E1 → E2 being a bounded linear
operator. They proposed a viscosity type iterative algorithm and proved a strong
convergence theorem for approximating solutions of SVIP (7)-(8) and the fixed
point problem for a multivalued quasi-nonexpansive mapping between a Hilbert
and a Banach spaces.
Furthermore, Ogbuisi and Mewomo [24] also considered the SVIP and proved the
following strong convergence theorem for the approximation solution of SVIP (7)-
(8) in the framework of p-uniformly convex Banach spaces which are uniformly
smooth as follows:

Theorem 1. Let E1 and E2 be two p-uniformly smooth convex real Banach spaces
which are also uniformly smooth. Let A : E1 → E2 be a bounded linear operator
and A∗ : E∗2 → E∗1 be adjoint of A. Let T and S be resolvents of multivalued
maxiaml monotone mappings B1 : E1 → 2E

∗
1 and B2 : E2 → 2E

∗
2 respectively.

Suppose that SVIP (7)-(8) has a nonempty solution set Ω and that {αn} and
{βn} are sequences in (0, 1). For a fixed u ∈ E1, let the sequence {xn}∞n=0 and
{yn}∞n=0 be generated iteratively by x0 ∈ E1,{

yn = JqE∗ [J
p
Exn − tnA∗J

p
E2

(I − S)Axn];

xn+1 = JE∗1 [αnJ
p
Eu+ (1− αn)(βnJ

p
E1
yn + (1− βn)JpE1

Tyn)];

with conditions:
(i) limn→∞ αn = 0 and

∑∞
n=1 αn =∞;

(ii) 0 < a ≤ βn ≤ d < 1;

(iii) 0 < t ≤ tn ≤ k ≤
(

q
Cq ||A||q

)
.
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Then, {xn}∞n=0 converges strongly to ΠΩu.
Based on the problem stated in (6), Moudafi [22] introduced a split Monotone
Variational Inclusion Problem MVIP in the framework of Hilbert spaces as follows:
find x∗ ∈ H1 such that

0 ∈ f1(x∗) +B1(x∗); (9)

and

y∗ = Ax∗ ∈ E2 such that 0 ∈ f2(y∗) +B2(y∗); (10)

where f1 : H1 → H1, f2 : H2 → H2 are inverse strongly monotone mappings of
real Hilbert spaces H1 and H2 and B1 : H1 → 2H1 , B2 : H2 → 2H2 being maximal
monotone mappings, where A : H1 → H2 is a bounded linear operator.
It can be deduced from SMVIP (9)- (10) that the Monotone Variational Inclusion
Problem MVIP is to find x∗ ∈ H such that

0 ∈ f(x∗) +B(x∗). (11)

Zarantonello [32] and Minty [19] introduced the notion of monotone operators,
and since then many other researchers have shown significant interest because of
the firm relation it has with the following evolution equation.{

dx
dt +A(x) = 0;

x(0) = x;
(12)

which is the model of many physical problems of practical applications. If function
A in (12) is not continuous, then it will be very difficult to solve these types of
models. To solve these problem, Yosida introduced a natural step which is to
find a sequence of lipschitz functions that approximate A in some sense. It is
well known that two quite useful single-valued lipschitz continuous operators can
be associated with monotone operators, namely its resolvent operator and its
Yosida approximation operator. The Yosida approximation operators are useful
for approximating solutions of VIP using resolvent operators, (see [7]).
Very recently, Ahmad et. al. [4] introduced the following Yosida approximation
inclusion problem which is to find x ∈ X such that

0 ∈ JH (.,.)
M,λ (x) +M(x), λ > 0, (13)

where X is a smooth Banach space, M being an H(., .)- accretive operator with
respect to A and B, A,B : X → X being single-valued mappings, H(A,B) be
α-strongly accretive with respect to A, β-relaxed accretive with respect to B

with α > β and J
H (.,.)
M,λ (x) being the generalized Yosida approximation operation

defined by

J
H (.,.)
M,λ (u) =

1

λ

[
I −RH (.,.)

M,λ

]
(u), ∀ u ∈ X, (14)
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where I is the identity mapping on X and R
H (.,.)
M,λ is the resolvent operator asso-

ciated with the mappings H(., .) and M . It was shown in [4] that the resolvent
operator

R
H (.,.)
M,λ (u) = [H(A,B) + λM ]−1(u), ∀ u ∈ X, λ > 0

and the generalized Yosida approximation operation in (13) are connected by the
following relation

λJ
H (.,.)
M,λ (x) ∈ [λM + H(A,B)− I](R

H (.,.)
M,λ (x)).

In order to study the strong convergence characteristics of the solutions of Yosida
inclusion (13), Ahmad et. al. [4] proposed the following iterative algorithm: For
x0 ∈ X, define the sequence {xn} ⊂ X by the following scheme:

xn+1 = R
H (.,.)
Mn,λ

[
H(A,B)xn − λJH (.,.)

Mn,λ
(xn)

]
.

Based on the SVIP and SMVIP discussed above, Rahaman et. al. [25] introduced
the Split Monotone Yosida Variational Inclusion Problem (SMYVIP) which is to
find a point x∗ ∈ H1 such that

0 ∈ f1(x∗) +B1(x∗)− TB1
λ1

(x∗), (15)

and

y∗ = Ax∗ ∈ H2 solves 0 ∈ f2(y∗) +B2(y∗)− TB2
λ2

(y∗), (16)

where Bi : Hi → 2Hi , i = 1, 2 is a multivalued maximal monotone mapping,
fi : Hi → Hi is a single-valued mapping, TBi

λi
= 1

λi
(Ii − RBi

λi
) is the Yosida

approximation operator of the mapping Bi, R
Bi
λi

= (Ii + λiBi)
−1 is the resolvent

of the mapping Bi for λi > 0 and Ii is the identity mapping on Hilbert space Hi.
Rahaman et. al. [25] presented the following Yosida approximation technique to
approximate the solution of SMYVIP (15)-(16).

x0 ∈ H1;

un = T [xn + γA∗(S − I)Axn];

vn = δnun + τgn(un);

xn+1 = (1− αnD)vn + αnβf(vn);

where H1 and H2 are real Hilbert spaces, A : H1 → H2 is a bounded linear
operator with adjoint A∗, D is a strongly positive bounded linear operator on
H1 with coefficient r̄ > 0 and β ∈ (0, r̄k ), {gn} is a family of k-demicontractive
mappings and uniformly convergent for any x ∈ K, where K is any bounded
subset of H1, f : H1 → H1 a ξ-contraction mapping, τ > 0 and {αn} and {δn} are
sequences in [0, 1). Furthermore, they proved that the sequence {xn} converges
strongly to x∗ ∈ SMYVIP (15)-(16).
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Let E be a real Banach space with its dual E∗. It can be deduced from (15)-(16)
that the Monotone Yosida Varaiational Inequality Problem MYVIP is nothing
but to find a point x∗ ∈ E such that

0 ∈ f(x∗) +B(x∗)− TBµ (x∗), (17)

where B : E → 2E
∗

is a multivalued maximal monotone mapping, f : E → E∗ is
an inverse strongly monotone mapping, TBµ = 1

µ(I−RBµ ) is the Yosida approxima-

tion operator of the mapping B, RBµ = (I +µB)−1 is the resolvent of multivalued
maximal monotone mapping B for µ > 0 and I is the identity mapping on Hilbert
space E.
In this article, we consider the following problems:
(i) Can we introduce the MYVIP considered in [25] to a p-uniformly convex and
uniformly smooth Banach space?
(ii) Can we approximate the solution of MYVIP (17) using a different method of
proof different from the ones considered in [1, 5, 9, 14, 13, 24]?
Motivated by the works of Izuchukwu [13], Rahaman et. al. [25], Ogbuisi and
Mewomo [24], we introduce an Halphern-type iterative method for approximating
the solution of MYVIP (17) in the framework of p-uniformly convex and uniformly
smooth Banach space. We prove a strong convergence theorem of the aforemen-
tioned problem. Our result extends and complements the result of [13], [22], [25]
and other related results in literature.

2 Preliminaries

We state some known and useful results which will be needed in the proof of our
main theorem. In the sequel, we denote strong and weak convergence by ”→”
and ”⇀”, respectively.

Lemma 1. [8] Let E be a Banach space and x, y ∈ E. If E is q-uniformly smooth,
then there exists Cq > 0 such that

||x− y||q ≤ ||x||q − q〈JEq (x), y〉+ Cq||y||q.

Lemma 2. [16] Let E be a real p-uniformly convex and uniformly smooth Banach
space. Let z, xk ∈ E (k = 1, 2, ..., N) and αk ∈ (0, 1) with

∑N
k=1 αk = 1. Then,

we have

∆p(J
E∗
q (

N∑
k=1

αkJ
E
p (xk)), z) ≤

N∑
k=1

αk∆p(xk, z)− αiαjg∗r (||JEp (xi)− JEp (xj)||),

for all i, j ∈ 1, 2, ..., N and g∗r : R+ → R+ being a strictly increasing function such
that g∗r (0) = 0.
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Lemma 3. [28] Let E be a real p-uniformly convex and uniformly smooth Banach
space. Let Vp : E∗ × E → [0,+∞) be defined by

Vp(x
∗, x) =

1

q
||x∗||q − 〈x∗, x〉+

1

p
||x||p, ∀ x ∈ E, x∗ ∈ E.

Then, the following assertions hold:
(i) Vp is nonnegative and convex in the first variable.
(ii) ∆p(J

E∗
q (x∗), x) = Vp(x

∗, x), ∀ x ∈ E, x∗ ∈ E.

(iii) Vp(x
∗, x) + 〈y∗, JE∗q (x∗)− x〉 ≤ Vp(x∗ + y∗, x),∀ x ∈ E, x∗, y∗ ∈ E.

Lemma 4. [9] Let E be a real p-uniformly convex and uniformly smooth Banach
space. Suppose that {xn} and {yn} are bounded sequences in E. Then the follow-
ing assertions are equivalent:
(i) limn→∞∆p(xn, yn) = 0;
(ii) limn→∞ ||xn − yn|| = 0.

Lemma 5. [26] Let f : E → (−∞,+∞] be uniformly Frechet differentiable and
bounded on bounded subsets of E. Then, f is uniformly continuous on bounded
subsets of E and 5f is uniformly continuous on bounded subsets of E from the
strong topology of E to the strong topology of E∗.

Lemma 6. [23] Let {an} be a sequence of non-negative number such that

an+1 ≤ (1− λn)an + λnrn;

where {rn} is a sequence of real numbers bounded from above and {λn} ⊂ [0, 1]
satisfies

∑∞
n=1 λn =∞. Then, the following conditions holds:

lim sup
n→∞

an ≤ lim sup
n→∞

rn.

3 Main Result

Lemma 7. Let E be a p-uniformly convex and uniformly smooth Banach space
E with E∗ its dual. Let B : E → 2E be a multivalued maximal monotone mapping
with nonempty value and f : E → E be an inverse strongly monotone mapping.
Assume that Ω 6= ∅ and {αn}, {βn}, {γn} are sequences in (0, 1). Let the sequence
{xn} be generated iteratively by

x0 ∈ E,
yn = JqE∗ [(1− αn)JpExn + αnJ

p
Eu];

zn = JqE∗ [(1− βn)JpEyn + βnJ
p
ER

B
µ (I + µ(TBµ − f))yn];

xn+1 = JqE∗ [(1− γn)JpEyn + γnJ
p
Ezn];

(18)

then, {xn} is bounded.
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Proof. Let x ∈ Ω and K = RBµ [I + µ(TBµ − f)]. Then, we have from (18) and the
fact that K is nonexpansive (see [25]), we have that

∆p(xn+1, x) = ∆p[J
q
E∗(1− γn)JpEyn + γnJ

p
Ezn, x]

≤ (1− γn)∆p(yn, x) + γn∆p(zn, x)

≤ (1− γn)∆p(yn, x) + γn[(1− βn)JpEyn + βnJ
p
EKyn, x]

≤ (1− γn)∆p(yn, x) + γn[(1− βn)∆p(yn, x) + βn∆p(Kyn, x)]

≤ (1− γn)∆p(yn, x) + γn[(1− βn)∆p(yn, x) + βn∆p(yn, x)]

= (1− γn)∆p(yn, x) + γn∆p(yn, x)

= ∆p(yn, x) (19)

= ∆p[J
q
E∗(1− αn)JpExn + αnJ

p
Eu, x]

≤ (1− αn)∆p(xn, x) + αn∆p(u, x)

≤ max
{

∆p(u, x), ∆p(xn, x)}
...

≤
{

∆p(u, x), ∆p(x1, x)
}
.

Therefore, {xn} is bounded and consequently, {yn} and {zn} are all bounded.

Theorem 2. Let E be a p-uniformly convex and uniformly smooth Banach space
with E∗ its dual. Let B : E → 2E be a multivalued maximal monotone with
nonempty value and f : E → E be an inverse strongly monotone mapping. As-
sume that Ω 6= ∅, then the sequence {xn} is generated by (18), where {αn}, {βn}
and {γn} are sequences in (0, 1) satisfying the following conditions:
(i) limn→∞ αn = 0,

∑∞
n=1 αn =∞;

(ii) 0 < lim infn→∞ γn ≤ lim supn→∞ γn < 1. Then {xn} converges strongly to
x∗ ∈ Ω.

Proof. Let x = ΠΩu, then from Lemma 2, we have that

∆p(zn, x) = JqE∗ [(1− βn)JpEyn + βnJ
p
EKyn, x]

≤ (1− βn)∆p(yn, x) + βn∆p(Kyn, x)− βn(1− βn)g∗r (||J
p
Eyn − J

p
EKyn||)

≤ (1− βn)∆p(yn, x) + βn∆p(yn, x)− βn(1− βn)g∗r (||J
p
Eyn − J

p
EKyn||)

= ∆p(yn, x)− βn(1− βn)g∗r (||J
p
Eyn − J

p
EKyn||)

≤ ∆p(yn, x). (20)

We obtain from (18) that

∆p(zn, yn) =
1

γn
∆p(xn+1, yn)

=
αn
γn

(
∆p(xn+1, yn)

γn

)
. (21)
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We now have from (18), (19), (20), Lemma 2 and the fact that JqE∗ is a norm-to-
norm uniformly continuous on bounded subset of E∗ that

∆p(xn+1, x) ≤ (1− γn)∆p(yn, x) + γn∆p(zn, x)− γn(1− γn)g∗r (||J
p
Eyn − J

p
Ezn||)

≤ (1− γn)∆p(yn, x) + γn∆p(yn, x)− γn(1− γn)g∗r (||J
p
Eyn − J

p
Ezn||)

= ∆p(yn, x)− (1− γn)∆p(xn+1, yn)

= ∆p(J
q
E∗ [(1− αn)JpExn + αnJ

p
Eu], x)

= Vp(αnJ
p
Eu+ (1− αn)JpExn, x)− (1− γn)∆p(xn+1, yn)

≤ Vp(αnJpEu+ (1− αn)JpExn − αn(JpEu− J
p
Ex, x))

− 〈−αn(JpEu− J
p
E(x)), JpE∗ [αnJ

p
Eu+ (1− αn)JpEx, xn+1 − x〉]

− (1− γn)∆p(xn+1, yn)

≤ αnVp(JpEx, x) + (1− αn)Vp(J
p
Exn, x)

+ αn〈JpEu− J
p
Ex, xn+1 − x〉 − (1− γn)∆p(xn+1, yn)

= αn∆p(x, x) + (1− αn)∆p(xn, x) + αn〈JpEu− J
p
Ex, xn+1 − x〉

− (1− γn)∆p(xn+1, yn)

≤ (1− αn)∆p(xn, x)

− αn
[
− 〈JpEu− J

p
Ex, xn+1 − x〉+ (1− γn)

(
∆p(xn+1, yn)

αn

)]
. (22)

Thus, (22) becomes

∆p(xn+1, x) ≤ (1− αn)∆p(xn, x)− αnΥn; (23)

where

Υn = −〈JpEu− J
p
Ex, xn+1 − x〉+

(1− γn)

αn
∆p(xn+1, yn). (24)

From (18), we have that {xn}, {yn} and {zn} are bounded, thus they are bounded
below. It follows from condition (i) of (18) and Lemma 6 that

lim sup
n→∞

∆p(xn, x) ≤ lim sup
n→∞

Υn

= − lim inf
n→∞

Υn. (25)

Therefore, limn→∞Υn exists. Thus, we obtain from (24) that

lim inf
n→∞

Υn = lim inf
n→∞

(
〈JpEx− J

p
Eu, xn+1 − x〉+

(1− γn)

αn
∆p(xn+1, yn)

)
. (26)

Since {xn} is bounded, there exists a subsequence {xnj} of {xn} such that xnj ⇀
x∗ for some x∗ ∈ E, and

lim inf
n→∞

Υn = lim inf
j→∞

(
〈JpEx− J

p
Eu, xnj+1 − x〉+

(1− γnj )

αnj

∆p(xnj+1, ynj )

)
.
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Using the fact that {xn} is bounded and lim infj→∞Υn exists, we have{
(1−γnj )

αnj
∆p(xnj+1, ynj )

}
is bounded. Also, by condition (ii), there exists b ∈ (0, 1)

such that γn ≤ b < 1 which implies that 1
αnj

(1 − γnj ) ≥ 1
αnj

(1 − b) > 0. Hence,

we have that

{
1
αnj

∆p(xnj+1, ynj )

}
is bounded.

Note from condition (i) and (ii) that there exists a ∈ (0, 1) such that

0 <
αnj

γnj

≤
αnj

a
→ 0, j →∞.

Therefore, we obtain from (8) that

lim
j→∞

∆p(znj , ynj ) = 0, (27)

which implies from Lemma 4 that

lim
j→∞

||znj − ynj || = 0.

From (18) and 27, we obtain that

∆p(xnj+1, ynj ) = γnj∆p(znj , ynj )→ 0, as j →∞. (28)

From (18) and (27), we have that

∆p(Kynj , ynj ) =
1

βnj

∆p(znj , ynj )→ 0, as j →∞. (29)

From (18) and condition (i), we have that

∆p(ynj , xnj ) = αnj∆p(u, xnj )→ 0, as j →∞. (30)

Since xnj ⇀ x∗, we obtain from (30) that ynj ⇀ x∗. It then follows (29) that
x∗ ∈ F (K) = Ω.
Furthermore, since xnj ⇀ x∗ and the duality map is norm-to-norm uniformly
continuous on bounded sets, we obtain from (26),(28) and the Bregman projection
property that

lim inf
n→∞

Υn = lim inf
j→∞

(
〈JpEx− J

p
Eu, xnj+1 − x〉+

(1− γnj )

αnj

∆p(xnj+1, ynj )

)
= 〈JpEx− J

p
Eu, xnj+1 − x〉 ≥ 0.

Hence, we have from (25) that

lim sup
n→∞

∆p(xn+1, x) ≤ − lim inf
n→∞

Υn ≤ 0.

Therefore, limn→∞∆p(xn, x) = 0 and this implies that {xn} converges strongly
to x∗ = PΩu.
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Convergence Theorem for a Family of Mapping.
In this section, we apply our main result to a countable family of quasi-nonexpansive
mappings.

Definition 2. [5] Let C be a subset of a real p-uniformly Banach space E. Let
{Tn}∞n=1 be a sequence of mappings of C into E such that ∩∞n=1F (Tn) 6= ∅. Then
{Tn}∞n=1 is said to satisfy the AKTT-condition, if for any bounded subset B of C,

∞∑
n=1

sup{||JpE(Tn+1z)− JpE(Tnz)||} <∞.

Lemma 8. [29] Let C be a nonempty, closed and convex subset of a real p-
uniformly Banach space E. Let {Tn}∞n=1 be a sequence of mappings of C into E
such that ∩∞n=1F (Tn) 6= ∅. Suppose that {Tn}∞n=1 satisfies the AKTT-condition.
Suppose that for any bounded subset B of C. Then, there exists the mapping
T : B → E such that

Tx = lim
n→∞

Tnx, ∀ x ∈ B,

and

lim sup
n→∞

||JpE(Tz)− JpE(Tnz)|| = 0.

In the theorem below, we say that ({Tn}, T ) satisfies the AKTT-condition if
{Tn}∞n=1 satisfies the AKTT-condition and ∩∞n=1F (Tn) = F (T ).

Theorem 3. Let E be a p-uniformly convex and uniformly smooth Banach space
E with E∗ its dual. Let T : E → E be a finite family Bregman quasi-nonexpansive
mapping and assume that Ω = ∩∞n=1F (Tn) = F (T ) 6= ∅. Let {xn} be generated
iteratively by 

x0, E,

yn = JqE∗ [(1− αn)JpExn + αnJ
p
Eu];

zn = JqE∗ [(1− βn)JpEyn + βnJ
p
ETyn];

xn+1 = JqE∗ [(1− γn)JpEyn + γnJ
p
Ezn];

(31)

where {αn}, {βn} and {γn} are sequences in (0,1) satisfying the following condi-
tions:
(i) limn→∞ αn = 0,

∑∞
n=1 αn =∞,

(ii) 0 < lim infn→∞ γn ≤ lim supn→∞ γn < 1. In addition, if ({Tn}, T ) satisfies
the AKTT-condition, then the sequence {xn} converges strongly to an element
x∗ ∈ Π∩∞n=1

F (Tn)u.

Proof. By following the technique in Lemma 7 and Theorem 2, we can prove that
{xn} is bounded and ∆p(xn, Tnxn) = 0. Since JpE is uniformly continuous on
bounded subset of E, then we have that

lim
n→∞

||JpExn − J
p
ETnxn|| = 0. (32)
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By Lemma 8, we have that

||JpExn − J
p
ETxn|| ≤ ||J

p
Exn − J

p
ETnxn||+ ||J

p
ETnxn − J

p
ETxn||

≤ ||JpExn − J
p
ETnxn||+ sup

x∈{xn}
||JpETnx− J

p
ETx|| → 0, as n→∞.

Since JqE is norm-to-norm uniformly continuous on bounded subset of E∗, it follows
that

lim
n→∞

||xn − Txn|| = 0.

This completes the proof.
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